# Smooth Coefficient Models With Endogenous Environmental Variables 

Michael S. Delgado*<br>Department of Agricultural Economics<br>Purdue University<br>Yiguo Sun ${ }^{\ddagger}$<br>Department of Economics and Finance<br>University of Guelph

Deniz Ozabaci ${ }^{\dagger}$<br>Department of Economics University of Connecticut

Subal C. Kumbhakar ${ }^{\text {§ }}$

Department of Economics
Binghamton University
March 9, 2015


#### Abstract

We propose a three-step estimator for a structural semiparametric smooth coefficient model with endogenous variables in the nonparametric component. We use a control function approach to avoid the ill-posed inverse problem, and use a combination of series and kernel estimators to obtain consistent and asymptotically normal estimators of the functionals and their partial derivatives. Further, the third step estimator is oracle efficient. A Monte Carlo simulation illustrates the finite sample performance of our estimator, and we provide a complete empirical application to a model of household gasoline demand.
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## 1 Introduction

We develop a three-step estimator for a structural semiparametric smooth coefficient model in which the endogenous variables appear in the nonparametric part of the regression. We contribute to the growing literature on structural estimation of both nonparametric and semiparametric regression models. Seminal papers discussing structural estimation of fully nonparametric models include Roehrig (1988), Newey, Powell \& Vella (1999), Pinkse (2000), Ai \& Chen (2003), Newey \& Powell (2003), Hall \& Horowitz (2005), Su \& Ullah (2008), Darolles, Fan, Florens \& Renault (2011), Horowitz (2011), and Chen \& Pouzo (2012). Estimators for semiparametric structural regression models have been developed for the partial linear structure, assuming the endogenous variables appear in either the parametric or nonparametric part of the regression (Yao \& Martins-Filho 2012, Delgado \& Parmeter 2014); the additive structure (Ozabaci, Henderson \& Su 2014); and the smooth coefficient structure (Das 2005, Cai, Das, Xiong \& Wu 2006, Cai \& Li 2008, Cai \& Xiong 2012, Su, Murtazashvili \& Ullah 2013). In the latter case, however, contributions thus far have only led to estimators suited for structural estimation in which the endogenous variables appear only in the parametric part of the regression. Our contribution, therefore, is to develop an estimator that allows for endogenous variables in the nonparametric part of a smooth coefficient regression model.

While it may appear that our structure is a straightforward extension of the structural smooth coefficient models with endogenous variables only in the parametric part of the model, we illustrate that the estimation procedure under our assumed structure with endogenous variables in the nonparametric part of the model is substantially more complex. We consider a smooth coefficient model given by

$$
\left\{\begin{array}{l}
Y_{t}=m\left(Z_{t}, X_{t}\right)+\epsilon_{t}  \tag{1.1}\\
m\left(Z_{t}, X_{t}\right)=\beta_{0}\left(Z_{t}\right)+\sum_{j=1}^{d_{x}} \beta_{j}\left(Z_{t}\right) X_{j, i} \equiv \mathcal{X}_{t}^{T} \beta\left(Z_{t}\right), \mathcal{X}_{t} \equiv\left(1, X_{t}\right)^{T} \\
Z_{t}=g\left(W_{t}, X_{t}\right)=\mu_{z}+\sum_{j=1}^{d_{w}} g_{w, j}\left(W_{j, t}\right)+\sum_{j=1}^{d_{x}} g_{x, j}\left(X_{j, t}\right)+U_{t} \\
E\left(U_{t} \mid W_{t}, X_{t}\right)=0 \\
E\left(\epsilon_{t} \mid W_{t}, X_{t}, U_{t}\right)=E\left(\epsilon_{t} \mid U_{t}\right), t=1,2, \ldots, T,
\end{array}\right.
$$

where $Y_{t}$ is a scalar outcome, $X_{t}=\left(X_{1, t}, X_{2, t}, \ldots, X_{d_{x}, t}\right)^{T}$ is a $d_{x} \times 1$ vector of exogenous regressors, $\beta\left(Z_{t}\right)$ is a ( $d_{x}+1$ )-dimensional vector of unspecified nonparametric structural coefficient functions, and $\epsilon_{t}$ is a zero mean error term. We define $Z_{t}$ to be an endogenous variable, and assume a triangular system of equations in which $Z_{t}$ is additively separable in the nonparametric functions of $W_{t}$ and $X_{t}$, in which $W_{t}$ is a $d_{w} \geq 1$ dimensional vector of instrumental variables T We follow Newey et al. (1999) and assume that $\left(W_{t}, X_{t}\right)$ is

[^1]orthogonal to $U_{t}$. Clearly, the endogeneity of $Z_{t}$ precludes direct estimation of $\beta\left(Z_{t}\right)$ using standard nonparametric methods (e.g., Li, Huang, Li \& Fu 2002).

Given the conditional moment assumptions in (1.1), identification follows from Newey et al. (1999):

$$
\begin{align*}
E\left(Y_{t} \mid Z_{t}, X_{t}, W_{t}, U_{t}\right) & =m\left(Z_{t}, X_{t}\right)+E\left(\epsilon_{t} \mid Z_{t}, X_{t}, W_{t}, U_{t}\right) \\
& =m\left(Z_{t}, X_{t}\right)+E\left(\epsilon_{t} \mid X_{t}, W_{t}, U_{t}\right) \\
& =m\left(Z_{t}, X_{t}\right)+E\left(\epsilon_{t} \mid U_{t}\right) \tag{1.2}
\end{align*}
$$

which, after setting $E\left(\epsilon_{t} \mid U_{t}\right) \equiv \gamma\left(U_{t}\right)$ yields

$$
\begin{equation*}
m_{0}\left(Z_{t}, X_{t}, U_{t}\right) \equiv E\left(Y_{t} \mid Z_{t}, X_{t}, U_{t}\right)=\beta_{0}\left(Z_{t}\right)+\sum_{j=1}^{d_{x}} \beta_{j}\left(Z_{t}\right) X_{j, t}+\gamma\left(U_{t}\right) \tag{1.3}
\end{equation*}
$$

By Theorem 2.1 in Newey et al. (1999), $\beta_{0}\left(Z_{t}\right)$ and $\gamma\left(U_{t}\right)$ are identified up to an additive constant as long as there does not exist an additive functional relationship between $Z_{t}$ and $U_{t}$. If one is further willing to assume that $E\left(\epsilon_{t}\right)=0, \beta_{0}\left(Z_{t}\right)$ and $\gamma\left(U_{t}\right)$ can be exactly identified.

Our structure is clearly more complicated than the structural smooth coefficient models in which the endogenous variables only appear in the parametric part of the regression, because under those assumptions estimators simply manage endogeneity by substituting fitted values for endogenous regressors or use a GMM type approach. Further, estimation of Equation (1.3) is complicated because of the appearance of two additive nonparametric functions, $\beta_{0}\left(Z_{t}\right)$ and $\gamma\left(U_{t}\right)$, because the slope coefficients $\beta\left(Z_{t}\right)$ are smooth functions instead of constant parameters, and because $U_{t}$ is not generally observed. In the fully nonparametric models of Newey et al. (1999) and $\mathrm{Su} \&$ Ullah (2008), their control function equations analogous to our Equation (1.3) were standard additive nonparametric functions, which are easily estimable by marginal integration, or related tools. In a partial linear structure, i.e. in which $\beta\left(Z_{t}\right)=\beta$, estimation would proceed following a straightforward conditional mean transformation (Robinson 1988, Christopeit \& Hoderlein 2006, Delgado \& Parmeter 2014). In Ozabaci et al. (2014), the functions are all by assumption additively separable; hence no interaction is possible unless an additional partial linear structure is imposed. We might also allow for additional partial linear interactions as in Ozabaci et al. (2014), but given the flexible interactions provided by the smooth coefficient structure, these additional parametric interactions seem less practical. Hence, compared to other common structures typically assumed, our smooth coefficient structure adds some flexibility but at the same time creates additional complications for

[^2]estimating the structural functions.
To estimate the functionals and their first-order partial derivatives given our smooth coefficient structure, we elect to combine both series and kernel estimators in order to ensure that our third step estimators are oracle efficient (Horowitz \& Mammen 2004, Ozabaci et al. 2014). As is evident from Equation (1.3), we deploy a control function approach for controlling for endogeneity (among many others, Newey et al. 1999, Su \& Ullah 2008). We prove that our estimator is consistent, asymptotically normal, and oracle efficient. Moreover, in our theoretical developments, we allow for both independent and weakly dependent data. Hence, the estimator builds on the current literature by providing an estimator for a semiparametric structure that has not previously been considered, as well as further developing semiparametric regression estimators that achieve a high level of efficiency for both independent and dependent data. We support the theoretical developments with a Monte Carlo simulation that illustrates the effectiveness and practicality of our estimator in finite samples. We conduct our simulations under both data independence and weak dependence, and show that our estimator performs well by different performance measures.

To provide practical motivation for our assumed structure, we recognize that practitioners are often motivated to consider semiparametric structures given well-known dimensionality issues often present in fully nonparametric regression models. Among the commonly deployed semiparametric structures, the smooth coefficient model is particularly suited for studying empirical economic phenomenon, as the structure provides a straightforward generalization of the workhorse linear parametric model by adding flexibility in the coefficients that amounts to allowing for interactions between $X$ and arbitrary forms of $Z$. In many contexts, these interactions may have important implications for economic policy (see, for instance, Delgado, McCloud \& Kumbhakar 2014, Liu 2014). It is straightforward then, to econometrically test such generalizations against the standard linear model using specification tests (Cai, Fan \& Yao 2000, Li et al. 2002), which may further support the development of robust economic policies. Recently, the smooth coefficient model has been applied in many areas of economics, including economic growth (Durlauf, Kourtellos \& Minkin 2001, Mamuneas, Savvides \& Stengos 2006, Delgado et al. 2014), microfinance (Hartarska, Parmeter \& Nadolynak 2011, Delgado, Parmeter, Hartarska \& Nadolynak 2015), environmental economics (Wadud, Noland \& Graham 2010, Delgado 2013, Liu 2014), and firm productivity (Zhang, Sun, Delgado \& Kumbhakar 2012).

To specifically illustrate the applicability of the proposed estimator, we develop a structural smooth coefficient model of household gasoline demand. We build on recent studies that have identified significant heterogeneity in gasoline consumption via semiparametric smooth coefficient regression (Wadud et al. 2010, Liu 2014) by exploring endogeneity within the structural coefficients. We find that household income is an important source of heterogeneity in the gasoline demand relationship, and that our estimator is able to cor-
rect for endogeneity that leads to a bias in several of our coefficient functions if estimated using a standard non-instrumental variables estimator.

This rest of the paper is outlined as follows. In Section 2 we develop our proposed estimator. In Section 3 we establish the asymptotic properties of our estimator and Section 4 contains the setup and results from our Monte Carlo study. Section 5 develops an empirical application to household gasoline demand, and Section 6 provides concluding remarks. We provide proofs for our asymptotic results in the Appendix.

## 2 Smooth Coefficient IV Estimation

We start with the structure in (1.1). Our main objective is to get estimators of $\beta\left(Z_{t}\right)$ and its first order partial derivative, $\dot{\beta}\left(Z_{t}\right)$. In doing so we follow these steps:

1. Calculate $\hat{U}_{t}$ from the reduced-form equation

$$
Z_{t}=\mu_{z}+\sum_{j=1}^{d_{w}} g_{w, j}\left(W_{j, t}\right)+\sum_{j=1}^{d_{x}} g_{x, j}\left(X_{j, t}\right)+U_{t} .
$$

2. Use sieve estimation to model $Y_{t}=\mathcal{X}_{t}^{T} \beta\left(Z_{t}\right)+\gamma\left(\hat{U}_{t}\right)+e_{t}$ to obtain the estimates $\hat{\beta}\left(Z_{t}\right)$ and $\hat{\gamma}\left(\hat{U}_{t}\right)$ for $t=1,2, \ldots, T$. Then, calculate the partial residuals $Y_{b x, t}=Y_{t}-\hat{\gamma}\left(\hat{U}_{t}\right)$.
3. Apply a local linear least squares kernel estimator to model $Y_{b x, t}=\mathcal{X}_{t}^{T} \beta\left(Z_{t}\right)+v_{1, t}$ to obtain $\widetilde{\beta}\left(Z_{t}\right)$ and $\widetilde{\beta}\left(Z_{t}\right)$, in which $\widetilde{\beta}\left(Z_{t}\right)$ is our final step estimator of the first order partial derivative of $\beta\left(Z_{t}\right)$.

Let $\left\{p_{1}(\cdot), p_{2}(\cdot), \ldots\right\}$ be a sequence of twice continuously differentiable orthonormal basis functions on $L_{2}[0,1]$. Also, for some integer $\kappa>0$, we denote $\mathbf{p}^{\kappa}(v)=$ $\left[p_{1}(v), \ldots, p_{\kappa}(v)\right]^{T}, P^{\kappa}(w, x)=\left[1, \mathbf{p}^{\kappa}\left(w_{1}\right)^{T}, \ldots, \mathbf{p}^{\kappa}\left(w_{d_{w}}\right)^{T}, \mathbf{p}^{\kappa}\left(x_{1}\right)^{T}, \ldots, \mathbf{p}^{\kappa}\left(x_{d_{x}}\right)^{T}\right]^{T}$, and $Q^{\kappa}(z, x, u)=\left[\mathbf{p}^{\kappa}(z)^{T}, \mathbf{p}^{\kappa}(z)^{T} x_{1} \ldots, \mathbf{p}^{\kappa}(z)^{T} x_{d_{x}}, \mathbf{p}^{\kappa}(u)^{T}\right]^{T}$.

In Step 1, we approximate respectively $g_{w, j}\left(w_{j}\right)$ and $g_{x, j^{\prime}}\left(x_{j^{\prime}}\right)$ by

$$
g_{w, j}^{*}\left(w_{j}\right)=\mathbf{p}^{\kappa_{1, T}}\left(w_{j}\right)^{T} \alpha_{j} \text { and } g_{x, j^{\prime}}^{*}\left(x_{j}\right)=\mathbf{p}^{\kappa_{1, T}}\left(x_{j^{\prime}}\right)^{T} \vartheta_{j^{\prime}}, j=1, \ldots, d_{w}, j^{\prime}=1, \ldots, d_{x},
$$

where $\alpha_{j}$ and $\vartheta_{j^{\prime}}$ are $\kappa_{1, T} \times 1$ vectors, and we denote $\alpha=\left[\alpha_{1}^{T}, \ldots, \alpha_{d_{w}}^{T}\right]^{T}$ and $\vartheta=$ $\left[\vartheta_{1}^{T}, \ldots, \vartheta_{d_{x}}^{T}\right]^{T}$. The sieve estimator of $g(w, x)$ is given by

$$
\begin{aligned}
& \hat{g}(w, x) \\
= & P^{\kappa_{1, T}}(w, x)^{T}\left[\hat{\mu}_{z}, \hat{\alpha}^{T}, \hat{\vartheta}^{T}\right]^{T} \\
= & P^{\kappa_{1, T}}(w, x)^{T}\left[T^{-1} \sum_{t=1}^{T} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right) P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T}\right]^{+} T^{-1} \sum_{t=1}^{T} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right) Z_{t} \\
\equiv & \hat{\mu}_{z}+\sum_{j=1}^{d_{w}} \hat{g}_{w, j}\left(W_{j, t}\right)+\sum_{j=1}^{d_{x}} \hat{g}_{x, j}\left(X_{j, t}\right)
\end{aligned}
$$

where $A^{+}$denotes the Moore-Penrose generalized inverse of $A, \hat{g}_{w, j}\left(W_{j, t}\right) \equiv \mathbf{p}^{\kappa_{1, T}}\left(W_{j, t}\right)^{T} \hat{\alpha}_{j}$, $\hat{g}_{x, j}\left(X_{j, t}\right) \equiv \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right)^{T} \hat{\vartheta}_{j}$, and

$$
\left[\hat{\mu}_{z}, \hat{\alpha}^{T}, \hat{\vartheta}^{T}\right]^{T}=\arg \min _{\left(\mu_{z}, \alpha, \vartheta\right)} \sum_{t=1}^{T}\left\{Z_{t}-P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T}\left[\mu_{z}, \alpha^{T}, \vartheta^{T}\right]^{T}\right\}^{2}
$$

In Step 2, we approximate respectively $\gamma(u)$ and $\beta_{j}(z)$ by

$$
\gamma^{*}(u)=\mathbf{p}^{\kappa_{2}, T}(u)^{T} \rho \text { and } \beta_{j}^{*}(z)=\mathbf{p}^{\kappa_{2, T}}(z)^{T} \psi_{j}, j=0,1, \ldots, d_{x}
$$

where $\rho$ and $\psi_{l}$ 's are $\kappa_{2, T} \times 1$ vectors, and we denote $\psi=\left[\psi_{0}^{T}, \psi_{1}^{T}, \ldots, \psi_{d_{x}}^{T}\right]^{T}$. The sieve estimator of $m_{0}(z, x, u)$ is given by

$$
\begin{aligned}
\hat{m}_{0}(z, x, u) \equiv & Q^{\kappa_{2, T}}(z, x, u)^{T}\left[\hat{\psi}^{T}, \hat{\rho}^{T}\right]^{T} \\
= & Q^{\kappa_{2, T}}(z, x, u)^{T}\left[T^{-1} \sum_{t=1}^{T} Q^{\kappa_{2, T}}\left(Z_{t}, X_{t}, \hat{U}_{t}\right) Q^{\kappa_{2, T}}\left(Z_{t}, X_{t}, \hat{U}_{t}\right)^{T}\right]^{+} \\
& \times T^{-1} \sum_{t=1}^{T} Q^{\kappa_{2, T}}\left(Z_{t}, X_{t}, \hat{U}_{t}\right) Y_{t} \\
\equiv & \hat{\beta}_{0}(z)+\sum_{j=1}^{d_{x}} \hat{\beta}_{j}(z) X_{j, t}+\hat{\gamma}(u),
\end{aligned}
$$

where $\hat{\beta}_{j}(z) \equiv \mathbf{p}^{\kappa_{2, T}}(z)^{T} \hat{\psi}_{j}$ for $j=0, \ldots, d_{x}, \hat{\gamma}(u)=\mathbf{p}^{\kappa_{2, T}}(u)^{T} \hat{\rho}$,

$$
\left[\hat{\psi}^{T}, \hat{\rho}^{T}\right]^{T}=\arg \min _{(\psi, \rho)} \sum_{t=1}^{T}\left\{Y_{t}-\mathbf{p}^{\kappa_{2, T}}\left(Z_{t}\right)^{T} \psi_{0}-\sum_{j=1}^{d_{x}} X_{j, \mathbf{t}} \mathbf{p}^{\kappa_{2, T}}\left(Z_{t}\right)^{T} \psi_{j}-\mathbf{p}^{\kappa_{2, T}}\left(\hat{U}_{t}\right)^{T} \rho\right\}^{2}
$$

and $\hat{U}_{t}=Z_{t}-\hat{g}\left(W_{t}, X_{t}\right)$ is calculated from Step 1.

In Step 3, denoting $\mathcal{Z}_{t}=\left[1,\left(Z_{t}-z\right) / h\right]^{T}, \mathcal{W}_{t}=\mathcal{Z}_{t} \otimes \mathcal{X}_{t}, K_{h}(v)=K(v / h)$, and a diagonal matrix $H=\operatorname{diag}(1, h) \otimes I_{2\left(d_{x}+1\right)}$, we estimate $\beta(z)$ and $\dot{\beta}(z)$ by the local linear regression approach

$$
\begin{equation*}
\binom{\tilde{\beta}(z)}{\widetilde{\beta}(z)}=H^{-1}\left[\sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} \mathcal{W}_{t}^{T}\right]^{-1} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} Y_{b x, t} \tag{2.1}
\end{equation*}
$$

where

$$
\begin{align*}
Y_{b x, t} & \equiv Y_{t}-\hat{\gamma}\left(\hat{U}_{t}\right)=\mathcal{X}_{t}^{T} \beta\left(Z_{t}\right)+\gamma\left(U_{t}\right)-\hat{\gamma}\left(\hat{U}_{t}\right)+\eta_{t}  \tag{2.2}\\
\eta_{t} & \equiv \epsilon_{t}-\gamma\left(U_{t}\right)=Y_{t}-\beta_{0}\left(Z_{t}\right)-\sum_{j=1}^{d_{x}} \beta_{j}\left(Z_{t}\right) X_{j, t}-\gamma\left(U_{t}\right) \tag{2.3}
\end{align*}
$$

We note that if one were also interested in a third-step estimate of $\gamma\left(U_{t}\right)$, we can add to Step 2 computation of $Y_{\gamma, t}=Y_{t}-\mathcal{X}_{t}^{T} \hat{\beta}\left(Z_{t}\right)$ which will allow for application of local linear least squares to the model $Y_{\gamma, t}=\gamma\left(\hat{U}_{t}\right)+v_{2, t}$ in Step 3 to obtain $\widetilde{\gamma}\left(U_{t}\right)$. We assume throughout, however, that interest is centered on $\beta\left(Z_{t}\right)$ and $\dot{\beta}\left(Z_{t}\right)$.

It is worth acknowledging that while we prefer a local linear least squares approach for the kernel estimators, local constant or local polynomial (of degree greater than one) regression may also be applicable. For the series estimators, we prefer smoothing splines with B-splines given their faster convergence rates and low multicollinearity, however power series may be adopted as well. In practice, we advocate using cross validation techniques for both the series approximation terms and for the kernel regressions bandwidths to better benefit from the semiparametric structure and because it is well-known that data-driven bandwidths are more desirable in an empirical setting.

We also acknowledge our choice of functional form for the first and third step estimation. In the first step, we assume an additive nonparametric functional form. While this is helpful for our theoretical results, this assumption may be replaced with any semiparametric or parametric specification; we chose an additive nonparametric structure believing that it is empirically efficient. For the final step, on the other hand, the efficiency of the estimator may be further increased if one chooses to take partial residuals per each additive smooth coefficient component (that is, calculate $d_{x}+2$ partial residuals including the one for $U)$. Below, we prove that it is possible to estimate the smooth coefficient model free from the errors of the first two steps of estimation, i.e. our proposed estimator is asymptotically equivalent to the estimator calculated from a standard smooth coefficient model. Our estimator is oracle efficient in the sense that the smooth coefficient part of the model can be estimated with the asymptotic accuracy achieved if the smooth nonparametric function of $\hat{U}$ is known.

## 3 Asymptotic Properties

We now turn to the asymptotic behavior of our estimators. We provide two theorems and focus on estimation of $\beta\left(Z_{t}\right)$ and its gradients $\dot{\beta}\left(Z_{t}\right)$. The first two theorems are for the second step estimator $\hat{\beta}\left(Z_{t}\right)$ and the third step estimators of $\tilde{\beta}\left(Z_{t}\right)$ and $\widetilde{\beta}\left(Z_{t}\right)$, respectively. In the first theorem we show that the asymptotic bias expression for $\hat{\beta}\left(Z_{t}\right)$ contains the terms from first step estimation. In the second theorem, we show that the terms from first two steps vanish and the estimates are asymptotically equivalent to those from a standard smooth coefficient model. The second theorem also shows that $\tilde{\beta}\left(Z_{t}\right)$ and $\widetilde{\dot{\beta}}\left(Z_{t}\right)$ are asymptotically normal. We note that it is also straightforward to establish uniform consistency.

### 3.1 Assumptions

Let $\mathcal{S}_{x}, \mathcal{S}_{z}$ and $\mathcal{S}_{w}$ be the support of variables $X, Z$, and $W$. We assume that all three sets are compact. Also, we denote $\left\|\mathbf{p}^{\kappa}\right\|_{r}=\max _{0 \leq s \leq r}\left\|\partial^{s} \mathbf{p}^{\kappa}(v) / \partial v^{s}\right\|$ for a given positive integer $r$, and $\|\cdot\|$ refers to the Euclidean norm.

Assumption 1. (i) Let $\left\{\left(Y_{t}, X_{t}^{T}, Z_{t}, W_{t}^{T}, U_{t}, \varepsilon_{t}\right)\right\}$ be a strictly stationary $\alpha$-mixing process with mixing coefficients $\left\{\alpha_{t}\right\}$ satisfying $\alpha_{t}=O\left(t^{-\varrho}\right)$ for some $\varrho>2(\delta+2) / \delta$ and $\delta>0$.
(ii) $Z_{t}$ has a Lebesgue density function $f_{z}(z)>0$ which is twice continuously differentiable and is bounded away from zero over its support, $\mathcal{S}_{z}$.
(iii) $f(z \mid x) \leq M<\infty$ and $\sup _{l \geq 1} f\left(z_{0}, z_{l} \mid x_{0}, x_{l} ; l\right) \leq M<\infty$, where $f(z \mid x)$ and $f\left(z_{0}, z_{l} \mid x_{0}, x_{l} ; l\right)$ are the conditional density of $Z$ given $X=x$ and of $\left(Z_{0}, Z_{l}\right)$ given $\left(X_{0}, X_{l}\right)=\left(x_{0}, x_{l}\right)$, respectively.
(iv) For some $\delta^{*}>\delta>0, E\left(\left\|X_{t}\right\|^{2\left(2+\delta^{*}\right)}\right)<M<\infty, E\left(\left|Y_{t}\right|^{2+\delta^{*}} \mid Z_{t}=z, X_{t}=x\right)<$ $M<\infty$ for all $x \in \mathcal{S}_{x}$ in the neighborhood of $z$, and $E\left(Y_{0}^{2}+Y_{t}^{2} \mid Z_{0}=z_{0}, X_{0}=x_{0}, Z_{t}=z, X_{t}=x_{t}\right)$ $<M<\infty$ for all $\left(z_{0}, x_{0}, x_{t}\right) \in \mathcal{S}_{z} \times \mathcal{S}_{x} \times \mathcal{S}_{x}$ in the neighborhood of $z$.
(v) $\beta(z), E\left(X_{t} \mid Z_{t}=z\right)$, and $E\left(\mathcal{X}_{t} \mathcal{X}_{t}^{T} \mid z\right)$ are all twice continuously differentiable in $z$.
(vi) $E\left(\mathcal{X}_{t} \mathcal{X}_{t}^{T} \mid z\right)$ is a $\left(d_{x}+1\right) \times\left(d_{x}+1\right)$ non-singular matrix.

Assumption 2. There exists a large $T_{0}$ and $\underline{c}_{1}, \bar{c}_{1}, \underline{c}_{2}$ and $\bar{c}_{2}$ such that for any $T \geq T_{0}$ :
(i) $0<\underline{c}_{1} \leq \lambda_{\text {min }}\left(\Sigma_{P P}\right) \leq \lambda_{\max }\left(\Sigma_{P P}\right) \leq \bar{c}_{1}<\infty, \lambda_{\max }\left(\Sigma_{P P, U}\right) \leq \bar{c}_{1}<\infty, \lambda_{\max }\left(\Sigma_{P P, \eta}\right)$ $\leq \bar{c}_{1}<\infty$ and $\lambda_{\max }\left(E\left[P_{t}^{\kappa_{1, T}}\left(P_{t}^{\kappa_{1, T}}\right)^{T} \mid Z_{t}=z\right]\right) \leq \bar{c}_{1}<\infty$, where we denote $P_{t}^{\kappa_{1, T}} \equiv$ $P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right), \Sigma_{P P}=E\left[P_{t}^{\kappa_{1, T}}\left(P_{t}^{\kappa_{1, T}}\right)^{T}\right], \Sigma_{P P, U}=E\left[U_{t}^{2} P_{t}^{\kappa_{1, T}}\left(P_{t}^{\kappa_{1, T}}\right)^{T}\right]$, and $\Sigma_{P P, \eta}=$ $E\left[\eta_{t}^{2} P_{t}^{\kappa_{1, T}}\left(P_{t}^{\kappa_{1, T}}\right)^{T}\right]$.
(ii) $0<\underline{c}_{2} \leq \lambda_{\text {min }}\left(\Sigma_{Q Q}\right) \leq \lambda_{\text {max }}\left(\Sigma_{Q Q}\right) \leq \bar{c}_{2}<\infty$, and $\lambda_{\max }\left(\Sigma_{Q Q, \eta}\right) \leq \bar{c}_{2}<\infty$, where we denote $Q_{t}^{\kappa_{2, T}} \equiv Q^{\kappa_{2, T}}\left(Z_{t}, X_{t}, U_{t}\right), \Sigma_{Q Q}=E\left[Q_{t}^{\kappa_{2, T}}\left(Q_{t}^{\kappa_{2}, T}\right)^{T}\right]$ and $\Sigma_{Q Q, \eta}=$
$E\left[\eta_{t}^{2} Q_{t}^{\kappa_{2, T}}\left(Q_{t}^{\kappa_{2, T}}\right)^{T}\right]$.
Assumption 3. (i) $E\left(\varepsilon_{t}\right)=E\left[\gamma\left(U_{t}\right)\right]=0$.
(ii) The unknown functions $\beta(\cdot), g_{w}(\cdot), g_{x}(\cdot)$, and $\gamma(\cdot)$ are all $\xi$-smooth functions with $\xi \geq 2$, where a $\xi$-smooth function is [ $\xi]$-times continuously differentiable over its support and its $[\xi]$ th derivative satisfies a Hölder condition with exponent $\xi-[\xi]$, and $[\xi]=$ the integer part of $\xi$.
(iii) There exist $\alpha_{j}, \vartheta_{j^{\prime}}, \rho$ and $\psi_{j^{\prime}}$ such that

$$
\begin{aligned}
& \sup _{w_{j} \in \mathcal{S}_{w, j}}\left|g_{w, j}\left(w_{j}\right)-\mathbf{p}^{\kappa_{1, T}}\left(w_{j}\right)^{T} \alpha_{j}\right| \leq M \kappa_{1, T}^{-\xi}, \sup _{x_{j^{\prime}} \in \mathcal{S}_{x, j^{\prime}}}\left|g_{x, j^{\prime}}\left(x_{j^{\prime}}\right)-\mathbf{p}^{\kappa_{1, T}}\left(x_{j^{\prime}}\right)^{T} \vartheta_{j^{\prime}}\right| \leq M \kappa_{1, T}^{-\xi} \\
& \sup _{u \in \mathcal{S}_{u}}\left|\gamma(u)-\mathbf{p}^{\kappa_{2, T}}(u)^{T} \rho\right| \leq M \kappa_{2, T}^{-\xi}, \sup _{z \in \mathcal{S}_{z}}\left|\beta_{j^{\prime}}(z)-\mathbf{p}^{\kappa_{2, T}}(z)^{T} \psi_{j^{\prime}}\right| \leq M \kappa_{2, T}^{-\xi}
\end{aligned}
$$

as $\kappa_{1, T} \rightarrow \infty$ and $\kappa_{2, T} \rightarrow \infty$, for $j=1, \ldots, d_{w}$ and $j^{\prime}=1, \ldots, d_{x}$.
(iv) The set of basis functions, $\left\{p_{j}(\cdot), j=1,2, \ldots\right\}$, are twice continuously differentiable everywhere on its support for all $j$. Also, for $\sum_{l=1}^{\kappa_{T}}\left[E\left(\varpi_{l, t}^{2(2+\delta)}\right)\right]^{1 /(2+\delta)}=O\left(\varsigma_{\kappa_{T}, \delta}\right)$ for $\omega_{l, t} \equiv p_{l}\left(Z_{t}\right), p_{l}\left(U_{t}\right), p_{l}\left(W_{j, t}\right)$, and $p_{l}\left(X_{j^{\prime}, t}\right)$, and $\sum_{l=1}^{\kappa_{2, T}}\left\{E\left[\left(\eta_{t} \dot{p}_{l}\left(U_{t}\right)\right)^{2(2+\delta)}\right]\right\}^{1 /(2+\delta)}$ $=O\left(\dot{\varsigma}_{\kappa_{2}, T}, \delta\right)$ for all $j=1, \ldots, d_{w}$ and $j^{\prime}=1, \ldots, d_{x}$.

Assumption 4. (i) $\sigma_{\eta}^{2}(x, z)=E\left(\eta_{t}^{2} \mid Z_{t}=z, X_{t}=x\right)$ is positive and uniformly bounded over its support, $E\left(\eta_{t}^{2(2+\delta)}\right)<M<\infty$, and $E\left(\left\|X_{t} \eta_{t}\right\|^{2(2+\delta)}\right)<M<\infty$.
(ii) $E\left(U_{t} \mid W_{t}, X_{t}\right)=0, E\left(U_{t}^{2(2+\delta)}\right)<M<\infty$, and $\sigma_{u}^{2}(w, x)=E\left(U_{t}^{2} \mid W_{t}=w, X_{t}=x\right)$ $<M<\infty$ holds uniformly over its support $\mathcal{S}_{w} \times \mathcal{S}_{x}$.
(iii) There exists a large $T_{0}$ and $\bar{c}_{3}>0$ such that for any $T \geq T_{0}$, $\lambda_{\max }\left\{E\left(\varpi_{t} \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right) \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right)^{T}\right)\right\} \leq \bar{c}_{3}<\infty$, where $\varpi_{t}=\left|\eta_{t}\right|, X_{1, t}^{2}, \ldots, X_{d_{x}, t}^{2}$.
(v) $\left(U_{t}, Z_{t}\right)$ and $\left(U_{t}, e_{j, t}, Z_{t}\right)$ have joint Lebesgue probability density function, $f(u, z)$ and $f\left(u, e_{j}, z\right)$, respectively, where $e_{j, t}=X_{j, t}$ or $W_{j, t}$ for $j=1, \ldots, d_{x}$ (or $d_{w}$ ). $\gamma(u)$, $f(u, z), \partial f(u, z) / \partial z, \partial f\left(u, e_{j}, z\right) / \partial u$, and $\partial^{2} f\left(u, e_{j}, z\right) / \partial u \partial z$ are all square-integrable functions of $u \in \mathcal{S}_{u}$.

Assumption 5. The kernel function $K(\cdot)$ is a symmetric probability density function over a compact support $[-1,1]$, where we define $\omega_{i, j}=\int K^{i}(v) v^{j} d v$.

Assumption 6. Let $\pi_{j, T}=\kappa_{j, T}^{-\xi}+\sqrt{\kappa_{j, T} / T}\left(1+\sqrt{\varsigma_{\kappa_{j, T}, \delta} / \kappa_{j, T}}\right)$ for $j=1,2$.
(i) As $T \rightarrow \infty, \kappa_{j, T} \rightarrow \infty, \varsigma_{\kappa_{j, T}, \delta} / \sqrt{T} \rightarrow 0, \varsigma_{\kappa_{1, T}, \delta \dot{\kappa}_{\kappa_{2, T}, \delta}} / T \rightarrow 0, \kappa_{2, T}^{-\xi}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1} \rightarrow 0$, $\left\|\mathbf{p}^{\kappa_{j, T}}\right\|_{0}^{2} \kappa_{j, T} / T \rightarrow 0$, and $\pi_{1, T}\left(\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{0}+\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}+\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{2}\right) \rightarrow 0$.
(ii) As $T \rightarrow \infty, h \rightarrow 0, T h \rightarrow \infty$, and $T h^{5} \rightarrow c \neq 0$.
(iii) $\sqrt{T h}\left(\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1} \kappa_{1, T}^{-\xi}+\pi_{2, T}\right) \rightarrow 0$.

Strict stationarity is assumed to simplify the assumptions of moment conditions appearing in the paper. Assumptions 1(i)-(iv), 5, and 6 (ii) are equivalent to conditions A. 1
and A. 2 in Cai et al. (2000, p. 952). They impose the sampling conditions and ensure that the mixing coefficient follow a certain decay rate. Assumption 1(ii) assumes that $Z_{t}$ is continuously valued. An extension would be to allow for discrete endogenous variables, but it is not pursued in this paper. Assumption 2 ensures that we have nonsingular covariance matrices in both steps; we do not assume uniform bounds here, which makes the assumption less restrictive. Assumption 3 ensures that the unknown functions are $\xi$-smooth (such as Chen 2007, Ozabaci et al. 2014). Assumption 3 (iii)-(iv) quantifies the approximation error of the basis functions, given the smoothness assumption. Assumption 3 (iv) contains additional requirements due to weak dependence of time series data, where the term $\varsigma_{\kappa_{j, T}, \delta} \geq M \kappa_{j, T}$ and $\dot{\varsigma}_{\kappa_{2, T}, \delta}$ vanish for independent data. If B-splines series are used to construct the basis functions, it is well known that $\left\|\mathbf{p}^{\kappa}\right\|_{r}=\kappa^{2^{-1}+r}$; e.g., Newey (1997, p. 160). Assumptions 4 and 5 are needed for the asymptotic results of Theorems 1 and 2, where Assumption 4(v) is required by the use of Parseval's identity. Assumption 6, on the other hand, defines the number of basis functions and bandwidths, and ensures that they follow our theoretical results. It is also worth mentioning that for our theoretical work, we assume that all exogenous regressors are continuously valued. However, this assumption can be relaxed to include additional discrete regressors, as well. This extension is straightforward, hence we leave it for now to keep our theoretical presentation clean.

### 3.2 Limiting results

Theorem 1 Under Assumptions 1-4 and 6(i), we have

$$
\begin{aligned}
& {\left[(\hat{\psi}-\psi)^{T},(\hat{\rho}-\rho)^{T}\right]^{T} } \\
= & \Sigma_{Q Q}^{-1}\left[T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}} \eta_{t}+T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}}\left\{\mathcal{X}_{t}^{T}\left[\beta\left(Z_{t}\right)-\beta^{*}\left(Z_{t}\right)\right]+\gamma\left(U_{t}\right)-\gamma^{*}\left(U_{t}\right)\right\}\right] \\
& +T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}} \dot{\gamma}\left(U_{t}\right)\left(U_{t}-\hat{U}_{t}\right)+o_{p}\left(\pi_{1, T}\right)
\end{aligned}
$$

and

$$
\begin{equation*}
\left[(\hat{\psi}-\psi)^{T},(\hat{\rho}-\rho)^{T}\right]^{T}=O_{p}\left(\pi_{2, T}+\pi_{1, T}\right) . \tag{3.1}
\end{equation*}
$$

Theorem 2 Under Assumptions 1-6, we have

$$
\left[\begin{array}{cc}
\sqrt{n h} I_{d_{x}+1} & 0_{d_{x}+1} \\
0_{d_{x}+1} & \sqrt{n h^{3}} I_{d_{x}+1}
\end{array}\right]\binom{\tilde{\beta}(z)-\beta(z)-\omega_{1,2} h^{2} \ddot{\beta}(z) / 2}{\tilde{\beta}(z)-\dot{\beta}(z)} \xrightarrow{d} N\left(0_{2\left(d_{x}+1\right)}, \Omega(z)\right),
$$

where
$\Omega(z)=\frac{1}{f_{z}(z)}\left[\begin{array}{cc}\omega_{2,0} & 0 \\ 0 & \frac{\omega_{2,2}}{\omega_{1,2}^{2}}\end{array}\right] \otimes\left\{\left[E\left(\mathcal{X}_{t} \mathcal{X}_{t}^{T} \mid z\right)\right]^{-1} E\left[\mathcal{X}_{t} \mathcal{X}_{t}^{T} \sigma_{\eta}^{2}\left(X_{t}, Z_{t}\right) \mid z\right]\left[E\left(\mathcal{X}_{t} \mathcal{X}_{t}^{T} \mid z\right)\right]^{-1}\right\}$.
In contrast to Theorem 1, Theorem 2 indicates that the third step kernel estimator of $\left[\beta(z)^{T}, \dot{\beta}(z)^{T}\right]^{T}$ is oracle efficient in the sense that the limiting distribution is the same as the limiting distribution when $\left\{\gamma\left(U_{t}\right): 1 \leq t \leq T\right\}$ is known. That is, sampling errors present in the estimators of our first two steps do not asymptotically affect our third stage estimator.

## 4 Monte Carlo Analysis

So far, we have proposed an estimator for a smooth coefficient model with endogenous variables in the nonparametric function, and have proved that our estimator is consistent, asymptotically normal, and in the third step achieves oracle efficiency. In this section, we explore the finite sample performance of our estimator via Monte Carlo simulations. In particular, we consider a data generating process under assumptions of both independence and weak-dependence as our theoretical assumptions include the weak-dependence case. Our focus in these experiments is on the root mean squared error ( $R M S E$ ) and variance of the conditional mean estimator $\widetilde{m}\left(X_{t}, Z_{t}\right)$ and the smooth coefficient estimators $\widetilde{\beta}\left(Z_{t}\right)$.

We first consider the following five-dimensional data generating process:

DGP-1:

$$
\begin{align*}
& Y_{t}=\sin \left(Z_{t}\right)+\sin \left(Z_{t}\right) X_{1, t}+\sin \left(Z_{t}\right) X_{2, t}+\sin \left(Z_{t}\right) X_{3, t}+\sin \left(Z_{t}\right) X_{4, t}+\varepsilon_{1, t}+\varepsilon_{2, t} \\
& Z_{t}=\sin \left(X_{1, t}\right)+\sin \left(W_{1, t}\right)+\sin \left(W_{2, t}\right)+\sin \left(W_{3, t}\right)+\sin \left(W_{4, t}\right)+U_{t} \tag{4.1}
\end{align*}
$$

where we draw both $\varepsilon_{1}$ and $U$ independently from a standard normal distribution, $N(0,1)$, and draw each of the regressors in $(X, Z, W)$ independently from each other from a uniform distribution over the unit interval, $U[0,1]$. $\varepsilon_{2}$, on the other hand, corresponds to the bias component, where $E\left[\varepsilon_{2} \mid U\right] \neq 0$; we model it as $E\left[\varepsilon_{2} \mid U\right]=\sin (U)$. Hence, this design corresponds to the standard cross-sectional setting.

We have assumed a nonparametric additive structure for $Z$ to reflect our belief that the nonparametric additive structure may be desirable from an empirical perspective because of its flexibility as well as ability to avoid dimensionality issues common in fully nonparametric specifications. Similar exercises could be done under alternative structures that may include either nonparametric or parametric assumptions. Further, we have elected to use the $\sin (\cdot)$ function in our DGP because of its differentiability and nonlinearity. As
with our assumed additive structure, different functional forms can easily be tested as well. Notice that in our DGP, we allow for only one included and four excluded regressors; our estimator will work, however, as long as the dimension of excluded regressors is greater than zero since the DGP assumes only a single endogenous regressor. Further, while our DGP is designed to be five-dimensional, once we add the control function to the structural equation the dimension will increase to six because of the additional smooth function. We note that we chose a high dimensional setting in order to provide results for a more general case that may correspond more directly to an empirical setting; the relatively low computational demand of our estimator allows us to perform these computations without high time costs. Of course, low dimensional simulations may also be considered.

To explore the performance of our estimator under weak-dependence, our second and third designs modify (4.1) by adding lags of some of the right-hand side variables. The two additional DGP's that we consider are:

DGP-2:

$$
\begin{align*}
& Y_{t}=\sin \left(Z_{t}\right)+\sin \left(Z_{t}\right) X_{1, t}+\sin \left(Z_{t}\right) X_{2, t}+\sin \left(Z_{t}\right) X_{2, t-1}+\sin \left(Z_{t}\right) X_{2, t-2}+\varepsilon_{1, t}+\varepsilon_{2, t} \\
& Z_{t}=\sin \left(X_{1, t}\right)+\sin \left(W_{1, t}\right)+\sin \left(W_{2, t}\right)+\sin \left(W_{3, t}\right)+\sin \left(W_{4, t}\right)+U_{t} \tag{4.2}
\end{align*}
$$

DGP-3:
$Y_{t}=\sin \left(Z_{t}\right)+\sin \left(Z_{t}\right) X_{1, t}+\sin \left(Z_{t}\right) X_{1, t-1}+\sin \left(Z_{t}\right) X_{2, t}+\sin \left(Z_{t}\right) X_{2, t-1}+\varepsilon_{1, t}+\varepsilon_{2, t}$
$Z_{t}=\sin \left(X_{1, t}\right)+0.1 W_{1, t}+0.2 W_{1, t-1}+\sin \left(W_{2, t}\right)+\sin \left(W_{3, t}\right)+U_{t}$
in which all variables and errors are generated according to the structure in DGP-1. However, to model weak dependence, in DGP-2, we include lags only in the $Y_{t}$ equation, and consider $X_{2, t-1}$ and $X_{2, t-2}$ as the one and two period lags of $X_{2, t}$. We extend the design in DGP-3 to include both $X_{1, t-1}$ and $X_{2, t-1}$ as one period lags of $X_{1, t}$ and $X_{2, t}$ in the $Y_{t}$ equation, as well as $W_{1, t-1}$ as a one period lag of $W_{1, t}$ in the $Z_{t}$ equation. Also, in DGP-3, we allow $W_{1, t}$ and $W_{1, t-1}$ to enter linearly instead of nonlinearly via the $\sin (\cdot)$ function as in DGP-1 and DGP-2. We make this modification to provide simulation results that relate more directly to alternative empirical structures and to illustrate that the empirical design of the first stage regression may include some parametric structure. Simulations reverting back to the $\sin (\cdot)$ function for these regressors also illustrate consistency of our estimator and are available upon request.

We use cubic B-splines for the first two steps in our estimation procedure, with a fixed number of knots given by $\left\lfloor 2 T^{1 / 5}\right\rfloor$ where $\lfloor\cdot\rfloor$ is the floor function and $T$ is the sample size. The third stage regression uses a local linear least squares kernel estimator to estimate the
smooth coefficients and their first order partial derivatives. In both our simulations and empirical application we deploy a Gaussian kernel function, $K(v)=\exp \left(-0.5 v^{2}\right) / \sqrt{2 \pi}$ with a Silverman rule-of-thumb bandwidth, $h=1.06 \sigma_{Z} T^{-1 / 5}$ in which $\sigma_{Z}$ is the sample standard deviation of $Z$. It is well known that in empirical settings a data-driven approach to selecting the knots or kernel bandwidths is desirable. In practice we advocate the same, however in our simulations we prefer to use the fixed number of knots and rule-of-thumb bandwidth to avoid unnecessarily long computation time. For each design, we consider simulations of size $T=\{200,400,1600\}$ over 999 Monte Carlo replications.

We report the results from our simulations in Table 1; in particular, for the slope coefficients we report the $R M S E$ and variance for the intercept and first slope coefficient. In all cases, the performance of our estimator is as anticipated. Within a particular DGP setup, as the sample size increases both the RMSE and variance of our estimators of both the conditional mean and coefficient functions decrease. Further, the table shows that the downward movement in $R M S E$ as the sample size increases is faster for the smooth coefficients compared to the conditional mean. It is interesting to note that both the RMSE and variance is higher for the intercept coefficient relative to the slope coefficient for any particular DGP structure and sample size. That has important implications for practical applications because it indicates that, all else equal, the endogeneity bias will manifest more strongly in the intercept coefficient compared to the slopes. Our simulation exercises also indicate that the consistency of our estimator holds across all structures of data independence as well as weak dependence, but that the $R M S E$ and variance are generally highest for DGP-3 compared to both DGP-2 and DGP-1.

## 5 Application to Household Gasoline Demand

### 5.1 Preliminary Discussion

This section develops an empirical application of our estimator to household gasoline demand. Transition to an empirical setting with observational data usually implies certain complexities not typically discussed in theoretical research or included in construction of computer generated samples. For example, economic and social data is often discrete, which requires special treatment. Fortunately, recent tools (e.g., Ma, Racine \& Yang 2013, Ma, Racine \& Yang 2014) make this relatively straightforward by introducing discretekernel smoothing for the discrete regressors. In this application, we couple our estimator with recently developed discrete-data smoothing methods for spline regression (Ma et al. 2013, Ma et al. 2014), using cross-validation to select the bandwidths in the discrete kernel functions as well as assisting with specification of the spline setup. We, however, use a rule of thumb bandwidth given by $2.12 \hat{\sigma}_{x} T^{-1 / 5}$ for the final smooth coefficient estimates in order to provide a comparison between our estimator and a standard non-
instrumental variables smooth coefficient estimator without introducing variability across estimators due to differences in bandwidths. Note that we use a slightly larger bandwidth than the traditional Silverman 1.06 rule-of-thumb in order to reduce the variability in our estimates of the coefficient functions; in other words, our reported results are qualitatively unchanged if we deploy the 1.06 rule-of-thumb, except that in that case there is increased variability in our estimated coefficient functions.

### 5.2 Motivation for Semiparametric Model of Gasoline Demand

Gasoline consumption is a critical component of global carbon emissions, and as a result, national and international policies have taken keen interest in understanding consumer gasoline demand (e.g., Davis \& Killian 2011). Of particular interest is the price elasticity of demand for gasoline, as this measures the responsiveness of consumers to economic policies that may influence the price of gasoline, such as a tax, in hopes of encouraging households to drive less. In particular, several notable studies have deployed semiparametric estimators to capture heterogeneity and nonlinearities in consumer demand (Schmalensee \& Stoker 1999, Yatchew \& No 2001, Wadud et al. 2010, Liu 2014), with the latter two studies assuming a smooth coefficient structure. These studies have produced convincing evidence that there is heterogeneity in consumer gasoline demand, and that semiparametric methods - in particular, the smooth coefficient setup - is well suited for modeling gasoline demand elasticities and providing results that support a rich analysis of heterogeneous response to policy levers (e.g., a tax).

One source of heterogeneity in the price elasticity of demand comes from differences in incomes across households; Liu (2014), for instance, assumes a parametric interaction between the price of gasoline and income to model this heterogeneity. High- versus low-income consumers likely have many differences that affect gasoline consumption. For instance, high-income consumers typically have the luxury to take more vacations, or can substitute to alternative forms/frequencies of transportation in response to rising gasoline prices. Low-income consumers typically do not have the luxury of taking frequent vacations, or do not have the flexibility of alternative forms/frequencies of transportation given rising prices of gasoline. Alternatively, gasoline constitutes a larger share of household income for low-income households, which might lead us to suspect that low-income consumers will be more responsive to gasoline price changes relative to high-income consumers.

Yet, the price elasticity of demand is only one way in which consumer income may induce heterogeneity into consumer gasoline demand. The relationship between many gasoline demand drivers and gasoline consumption may differ for households with different incomes as high- and low-income consumers may be fundamentally different in many ways. For instance, the way in which moving from a one-car household to a two-car household
impacts gasoline consumption may differ across income groups; or, similarly, an increase in family size (persons per household) may have a different effect on gasoline consumption for consumers with different incomes. In other words, the importance of consumer income as a driver of consumer demand - potentially through multiple channels - provides adequate motivation for us to consider specifying our semiparametric model as a smooth coefficient model in which the coefficients vary with respect to income. Income may also be correlated with education, and may play an important role in the impact of education on gasoline consumption. Of course, we might also think of income having a direct effect on gasoline consumption in our model through the intercept function.

Yet, consumer income is likely to be correlated with unobservable characteristics that also affect gasoline demand. Consumer preferences for positive environmental amenities also influence gasoline consumption. Research in environmental economics has emphasized consumer preferences for improved environmental quality in general (e.g., Kotchen 2005, Kotchen 2006, Kotchen \& Moore 2007, Kotchen 2009, Jacobsen, Kotchen \& Vandenbergh 2012); Clark, Kotchen \& Moore (2003) show that higher income consumers are more likely to demand green electricity. This suggests that income is likely to be correlated with unobservable preferences that also influence gasoline consumption. Other empirical evidence of the relationship between income and environmental quality comes from the much-discussed environmental Kuznets hypothesis that environmental quality eventually improves as income rises, which might imply that consumers with higher income are more likely to value environmental amenities. These preferences, then, in the context of our gasoline demand model implies that consumer income may be endogenous. So, while other important contributions have emphasized the importance of accounting for heterogeneity in the household gasoline demand model, none have considered the use of instrumental variables to assuage concerns that household income is endogenous. To manage this endogeneity, we deploy our proposed estimation strategy so that we can model heterogeneity in the price elasticity of gasoline demand as a function of income while still obtaining consistent estimates. To make our estimator operational we use the age of the head of the household and the race of the household head as instrumental variables since both are correlated with income, but are not likely to affect gasoline consumption directly.

### 5.3 Model Specification and Estimation

We propose the empirical design

$$
\begin{equation*}
\ln G_{t}=\beta_{1}\left(\ln I_{t}\right) \ln P_{t}+X_{1 t} \beta\left(\ln I_{t}\right)+\epsilon_{t} \tag{5.1}
\end{equation*}
$$

in which $G_{t}$ is the quantity of gasoline consumed by the $t$ th household, $I_{t}$ is household income, $P_{t}$ is the price of gasoline, $X_{1 t}$ is a vector of control variables that includes a column of ones to allow for an intercept, $\left(\beta_{1}(\cdot), \beta(\cdot)^{T}\right)$ are coefficient functions we wish to
estimate, and $\epsilon_{t}$ is the error such that $E\left[\epsilon_{t} \mid I_{t}\right] \neq 0$ but $E\left[\epsilon_{t} \mid P_{t}, X_{1 t}\right]=0$. To complete the specification, we model income in the first stage as

$$
\begin{equation*}
\ln I_{t}=g\left(W_{t}, X_{2 t}\right)+U_{t} \tag{5.2}
\end{equation*}
$$

in which $W_{t}$ is a vector of instrumental variables that are excluded from Equation (5.1) and $X_{2 t}$ are other control variables that may appear in $X_{1 t}$. We estimate (5.2) using the tools from Ma et al. $(2013,2014)$ to allow for categorical regressors in $X_{2 t}$. Note that, following our theoretical setup in (1.1), one might assume $g(\cdot)$ has an additive structure; alternatively - as we elect to do here - one can follow Ma et al. (2013, 2014) and use least squares cross-validation to select the appropriate spline orders, number of interior knots, and bandwidths for the discrete variables. This approach is appealing in practical applications since it alleviates the burden of a prior specifying a particular spline regression structure. Further, if the true structure is additive, the cross-validation procedure will converge to this setup.

Following generalized spline estimation of $\hat{U}_{t}$, we return to our proposed estimation procedure of using sieve methods and then local linear least squares kernel regression to recover consistent and oracle efficient estimates of $\left(\beta_{1}(\cdot), \beta(\cdot)^{T}\right)$.

### 5.4 Data

The data we use for this application comes from Wadud et al. (2010). The data comes from the United States Consumer Expenditure Surveys from the years 1997-2002, and contains 30,000 quarterly measured, household level observations. In addition to household demographics (age, number of wage earners, race, education of household head), the survey contains total family quarterly expenditure, expenditure on gasoline, the number of vehicles in the household, average household vehicle fuel efficiency, and an indicator for rurality. Table 2 reports descriptive statistics for these data.

In our application, $X_{1 t}$ includes the family size, number of alternative vehicles available to the household, fuel economy of the household's car, the education level of the household head, and the indicator for rurality. In addition to price, we believe that households with more members will have higher gasoline consumption, as will households with a greater number of vehicles. Households with a higher average fuel efficiency rating on their vehicles will likely consume less gasoline, as will households in which the head has a higher education. We assume that rural households also consume more gasoline as average distances traveled is likely higher because these households are likely farther from local amenities. We see in Table 2 that the average family in our data has 2 or 3 members (mean is 2.5), and the average household has about 2 vehicles that average around 21 MPG . Education of the household head is categorical, ranging from 1 to 4 which indicates the highest level of education attained being less than high school, high
school, some college, or college degree. On average, the head of the household has either high school or some college education (mean is 2.811), and nearly 11 percent of these households are in a rural area.
$W_{t}$ and $X_{2 t}$ include, respectively, the age of the household head and the race of the household head defined as an indicator that is equal to unity if the household head is nonwhite, and the number of wage earners in the household and the education level of the household head. It is common in empirical research to find that age is nonlinearly related to income, with income peaking somewhere around forty-five years of age. Further, it is well-known that being non-white is correlated with lower income. Clearly, household income is likely higher in households with a greater number of wage earners, and is likely higher in households in which the head has a higher level of education; however, these two variables are not likely to be uncorrelated with gasoline consumption so they are included in both equations. In Table 2 we see that the average age of the head of the household is just under 52 years of age, with a minimum age of 17 and maximum age of 94 years. Further, just over 14 percent of households have a head that is non-white.

The dependent variable in (5.1) is quarterly consumption of gasoline in gallons, and the key regressors include total quarterly expenditure as a proxy for income, and the price of gasoline measured as the average state-level price in cents per gallon for each household over the quarter in which the household was surveyed in order to measure the price the household faced at time of interview. In our data, the average quarterly consumption of gasoline per household is 222 gallons, with a minimum and maximum of 2.5 and over 5,000 gallons. Average quarterly income (expenditure) is $\$ 8,380$, and the average price of gasoline faced by the household is 152 cents per gallon ( $\$ 1.52$ per gallon). It is important to emphasize that in our model, prices are not endogenous to gasoline consumption because gasoline consumption is individual household gasoline consumption and prices are quarterly-state-level averages. It is not likely that individual gasoline consumption from a household can lead to any changes in the local price of gasoline. The continuous variables in the model are in logs to allow $\beta_{1}(\cdot)$ to represent the price elasticity of demand. In our preferred model, we do not log age, however we point out that empirical results are qualitatively unchanged if the first stage regression is modeled using the log of age. For more specific details regarding data construction and sources, please see Wadud et al. (2010).

### 5.5 Sieve Estimation Results

We use the tools proposed by Ma et al. $(2013,2014)$ to estimate (5.2). The number of wage earners, race, and education level are treated as categorical regressors, and age is treated as continuous. The cross-validation procedure indicates that the optimal number of spline segments for the age variable is 3 , and each of our categorical variables are statistically
relevant predictors of income. That is, the cross-validated bandwidths on these variables are $0.078,0.001$, and 0.012 , respectively for wage earners, race, and education. The $R^{2}$ for this regression is 0.370 .

We plot a partial regression relationship between log income and age, number of earners, and education in Figure 1. While number of earners and education appear in our regression as discrete variables, we plot these relationships as a line because it is easier to visually see the relationship between these variables and income. As can be seen from the figure, the relationship between income and age is nonlinear, and peaks around 40 years of age. Our estimated peak in the income-age relationship is consistent with our expectation for this relationship, and as can be seen from the figure, this relationship is statistically significant. The effect of a larger number of wage earners or a higher education on income is monotonically increasing, and both are statistically significant as well.

While not shown graphically, the mean relationship between being white and $\log$ income is 8.80 with upper and lower confidence bounds being (8.81, 8.79). The mean effect of being non-white on $\log$ income is 8.55 , with upper and lower bounds (8.56, 8.54). Hence, the relationship between log income and race is consistent with our expectations, and statistically significant both from each other and from zero. In other words, Figure 1 and our estimates of the income-race relationship constitutes evidence that our first stage regression is well specified, and our instrumental variables are highly correlated with income and are relevant.

### 5.6 Kernel Estimation Results

### 5.6.1 Function Estimates

Following our proposed estimation strategy, we obtain $\hat{U}_{t}$ from the first step calculation, and then plug this estimate into our second and third step regressions. We report our final step estimates of $\left(\beta_{1}(\cdot), \beta(\cdot)^{T}\right)$ in Figure 2. In Figure 2, we compare our final step semiparametric estimates to a standard non-IV smooth coefficient estimator; we show the instrumental variables estimates with the (black) circles, and the non-IV estimates with the (red) plus symbols. Interpretation of the smooth coefficient functions is that, at a given point ( $\log$ income), the function is the marginal effect of the parametric (i.e., price and $X_{1 t}$ ) variables on gasoline consumption.

Consider, first, the estimated price elasticity of gasoline demand, $\hat{\beta}_{1}(\cdot)$, shown in the upper right corner of the figure. As anticipated, the price elasticity of demand is negative - indicating a downward sloping demand curve for gasoline - and nonlinear. This nonlinearity is evidence that income induces heterogeneity in the gasoline demand relationship. At the lowest levels of income, the demand elasticity slightly dips downwards (becomes more elastic), but then gradually rises with income (becomes less elastic). Hence, higher income consumers are less responsive to increases in the price of gasoline, likely because
gasoline is a smaller fraction of their overall budget and they have less incentive to alter their driving habits on account of rising gasoline prices. However, when comparing our IV and non-IV estimates, we see that there is not a significant difference in the price elasticity of demand. While not shown to keep the graph visually clear, this is confirmed by placing confidence bounds over the function estimates - it is not statistically possible to distinguish the semiparametric and semiparametric-IV estimates of this elasticity. If the price of gasoline is exogenous to household gasoline consumption, then it is possible that any endogeneity in income does not lead to noticeable bias in our estimated elasticity given the nonlinear interaction between income and price through $\beta_{1}\left(\ln I_{t}\right) \ln P_{t}$.

Our estimate of the intercept function might be interpreted as the direct effect of income on gasoline consumption. For this estimated coefficient function, it is clear that there is a substantial divergence between our IV and non-IV estimates, with our IVestimated function lying substantially below our non-IV estimate. Further, the shape of the coefficient function differs slightly between the two models: in the IV model, the function gradually increases with income, while in the non-IV model, the function is generally flat (or at least slightly rises and then falls). Figure 3 plots this relationship with bootstrap confidence bounds around the semiparametric-IV estimate to show that the standard semiparametric estimate is significantly different. It is clear that the endogeneity of income leads to a larger bias in the intercept than in some of the slope coefficients, a fact that is shown clearly in our Monte Carlo exercises as well. Hence, while there is not a noticeable bias in our estimate of the price elasticity of gasoline, we do see a strong bias in the intercept coefficient function, and that our new IV estimator controls for this bias. Further, interpreting the intercept coefficient as a direct effect of income on gasoline consumption, the endogeneity of income leads to an over-estimate of this effect.

Turning to our other estimated coefficient functions, it is clear that income is a source of heterogeneity for the effect of most of the $X_{1 t}$ variables on gasoline consumption. It is clear that the effect of the number of vehicles, fuel efficiency, and rurality on gasoline consumption are all decreasing with income. Yet, for these three variables, the estimated coefficient function does not differ significantly across the IV and non-IV estimators. However, the effect of family size and education does differ across these two estimators, and is confirmed by our confidence bounds shown in Figure 3. It is clear that the family size coefficient is also biased upwards in the semiparametric model, since the function estimate from the semiparametric-IV model lies significantly below. The non-IV semiparametric education coefficient is approximately zero, but the semiparametric-IV estimate is clearly downward sloping and is becoming significantly negative as education increases. This indicates that, without controlling for the endogeneity of income, one might conclude that the relationship between gasoline consumption, education, and income is not statistically significant; yet, it is clear that after controlling for income endogeneity, we see that households with higher income and education have significantly lower consumption of
gasoline. We believe this result is more in line with intuition than the semiparametric non-IV estimates.

### 5.6.2 Point Estimates

To provide more specifics, we report a summary of point estimates and standard errors from our semiparametric IV estimator in Table 3. Specifically, we report the mean estimate across all observations, as well as the estimate at the 25 th, 50 th, and 75 th percentiles of the distribution of estimates. It is clear from Table 3 that all of the point estimates we report are highly statistically significant.

In particular, we find that the price elasticity of gasoline demand ranges from -0.698 to -0.494 , with a mean of -0.587 . We further note that each of these point estimates lie outside of two standard deviations, which indicates that these estimates are significantly heterogeneous. Therefore, as we hypothesized, the price elasticity of gasoline demand is significantly negative, and varies significantly across households with different levels of income.

Our other point estimates confirm that income leads to significant differences in the magnitude of our point estimates. We find, for instance, that on average, gasoline consumption increases by about 7 percent for households with an additional member, or by nearly 12 percent on average for households with an additional vehicle. It is interesting to note that households with higher miles per gallon ratings on their vehicles consume significantly less gasoline, which may reflect both a mechanical difference in gasoline requirements as well as another channel through which environmentally conscious consumers reduce gasoline consumption. Finally, as expected we see that households with higher education (of the head) consume nearly 10 percent less gasoline, and rural households on average consume about 10 percent more gasoline. The latter effect is likely because of a farther distance from these households to amenities.

## 6 Conclusion

We develop an estimator for a semiparametric smooth coefficient structure with endogenous variables in the nonparametric part of the model. Estimators have been proposed for managing endogeneity in the parametric part of a smooth coefficient model, but so far none have considered endogeneity in the nonparametric functions. We propose to manage the endogeneity problem in the nonparametric functions via a control function approach which yields a hybrid semiparametric structure in which there are additive nonparametric functions as well as the smooth coefficients, and is therefore more complicated that a traditional smooth coefficient setup.

We propose a three-step estimator that uses both series and kernel estimators, and
establish that our estimators are consistent and asymptotically normal. We further show that our third stage estimator is oracle efficient, so that the asymptotic performance of our final step estimator is identical to that of an estimator with a known control function. We develop the theory for our estimators under both independent and weakly dependent data structures, and use Monte Carlo simulations to demonstrate that our estimator performs well in finite samples for cases involving both independent and weakly dependent data.

To develop the practicality of our estimator and illustrate its applicability to economic data in policy-relevant settings, we develop a semiparametric model of household gasoline demand in which the smooth coefficients vary with respect to household income. We find that income is an important source of heterogeneity in our estimated coefficient functions, as well as evidence that our estimator is able to correct for the endogeneity of income. In particular, consistent with our Monte Carlo simulations, we find that the endogeneity of income has a more pronounced effect on our intercept coefficient. We also find that this endogeneity impacts our estimates of the effect of education on gasoline consumption; in a non-IV model, the effect of education as a function of income on gasoline consumption is not significantly different from zero, but after controlling for the endogeneity of income we find that there is a significantly negative effect of education on gasoline consumption.
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## 7 Appendix: Brief Mathematical Proofs

Proof of Theorem 1 : Denoting $Q_{t}^{\kappa_{2, T}} \equiv Q^{\kappa_{2, T}}\left(Z_{t}, X_{t}, U_{t}\right), \hat{Q}_{t}^{\kappa_{2, T}} \equiv Q^{\kappa_{2, T}}\left(Z_{t}, X_{t}, \hat{U}_{t}\right)$, $\Sigma_{T, Q Q}=T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2}, T}\left(Q_{t}^{\kappa_{2}, T}\right)^{T}$, and $\Sigma_{T, \hat{Q} \hat{Q}}=T^{-1} \sum_{t=1}^{T} \hat{Q}_{t}^{\kappa_{2, T}}\left(\hat{Q}_{t}^{\kappa_{2, T}}\right)^{T}$, from Step 2, we have

$$
\begin{aligned}
& {\left[(\hat{\psi}-\psi)^{T},(\hat{\rho}-\rho)^{T}\right]^{T} } \\
= & \Sigma_{T, \hat{Q} \hat{Q}}^{+} T^{-1} \sum_{t=1}^{T} \hat{Q}_{t}^{\kappa_{2, T}} \eta_{t}+\Sigma_{T, \hat{Q} \hat{Q}}^{+} T^{-1} \sum_{t=1}^{T} \hat{Q}_{t}^{\kappa_{2, T}}\left\{\mathcal{X}_{t}^{T}\left[\beta\left(Z_{t}\right)-\beta^{*}\left(Z_{t}\right)\right]+\gamma\left(U_{t}\right)-\gamma^{*}\left(\hat{U}_{t}\right)\right\} \\
= & \Sigma_{T, \hat{Q} \hat{Q}}^{+}\left[T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}} \eta_{t}+T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}}\left\{\mathcal{X}_{t}^{T}\left[\beta\left(Z_{t}\right)-\beta^{*}\left(Z_{t}\right)\right]+\gamma\left(U_{t}\right)-\gamma^{*}\left(U_{t}\right)\right\}\right. \\
& +T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}}\left[\gamma^{*}\left(U_{t}\right)-\gamma^{*}\left(\hat{U}_{t}\right)\right]+T^{-1} \sum_{t=1}^{T}\left(\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2, T}}\right) \eta_{t} \\
& +T^{-1} \sum_{t=1}^{T}\left(\hat{Q}_{t}^{\kappa_{2}, T}-Q_{t}^{\kappa_{2}, T}\right)\left\{\mathcal{X}_{t}^{T}\left[\beta\left(Z_{t}\right)-\beta^{*}\left(Z_{t}\right)\right]+\gamma\left(U_{t}\right)-\gamma^{*}\left(U_{t}\right)\right\} \\
& +T^{-1} \sum_{t=1}^{T}\left(\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2}, T}\right)\left[\gamma^{*}\left(U_{t}\right)-\gamma^{*}\left(\hat{U}_{t}\right)\right] \\
\equiv & \Sigma_{T, \hat{Q} \hat{Q}}^{+}\left(A_{T 1}+A_{T 2}+A_{T 3}+A_{T 4}+A_{T 5}+A_{T 6}\right),
\end{aligned}
$$

where the definitions of $A_{T j}(\mathrm{j}=1,2,3,4)$ will be clear from the following context.
First, we consider $A_{T 1} \equiv T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}} \eta_{t}$. As $E\left(\eta_{t} \mid Z_{t}, X_{t}, W_{t}, U_{t}\right)=E\left(\epsilon_{t} \mid Z_{t}, X_{t}, W_{t}, U_{t}\right)$ $-E\left(\epsilon_{t} \mid U_{t}\right)=0$ by (1.2), we have $E\left(A_{T 1}\right)=0$. As all the variables are strictly stationary we have

$$
E\left(\left\|A_{T 1}\right\|^{2}\right)=T^{-1} E\left[\eta_{t}^{2}\left(Q_{t}^{\kappa_{2, T}}\right)^{T} Q_{t}^{\kappa_{2, T}}\right]+\frac{2}{T} \sum_{t=1}^{T-1}\left(1-\frac{t}{T}\right) E\left[\eta_{1} \eta_{t}\left(Q_{1}^{\kappa_{2}, T}\right)^{T} Q_{t}^{\kappa_{2, T}}\right]
$$

where by Assumption 2(ii), we have

$$
\begin{equation*}
E\left[\eta_{t}^{2}\left(Q_{t}^{\kappa_{2, T}}\right)^{T} Q_{t}^{\kappa_{2, T}}\right]=\operatorname{tr}\left(\Sigma_{Q Q, \eta}\right) \leq \kappa_{2, T}\left(d_{x}+1\right) \bar{c}_{2}=O\left(\kappa_{2, T}\right) \tag{A.1}
\end{equation*}
$$

Under Assumption 1(i), using Davoydov's inequality and Hölder's inequality, we obtain

$$
\begin{aligned}
E\left(\eta_{1} \eta_{t} \varpi_{1} \varpi_{t}\right) & \leq M \alpha_{t-1}^{\delta /(2+\delta)}\left[E\left(\left|\tilde{\eta}_{1}\right|^{2+\delta}\left|\varpi_{1}\right|^{2+\delta}\right)\right]^{1 /(2+\delta)}\left[E\left(\left|\tilde{\eta}_{t}\right|^{2+\delta}\left|\varpi_{t}\right|^{2+\delta}\right)\right]^{1 /(2+\delta)} \\
& \leq M \alpha_{t-1}^{\delta /(2+\delta)}\left[E\left(\tilde{\eta}_{1}^{2(2+\delta)}\right) E\left(\varpi_{1}^{2(2+\delta)}\right)\right]^{1 /(2+\delta)}
\end{aligned}
$$

where $\varpi_{t}=p_{l}\left(Z_{t}\right)$ or $p_{l}\left(U_{t}\right)$ and $\tilde{\eta}_{t}=\eta_{t}$ or $\eta_{t} X_{j, t}$ for $l=1, \ldots, \kappa_{2, T}$ and $j=1, \ldots, d_{x}$.

Hence, under Assumptions 1(i), 3(iv), and 4(i), applying, we have

$$
\begin{aligned}
& \frac{1}{T} \sum_{t=1}^{T-1}\left(1-\frac{t}{T}\right) E\left[\eta_{1} \eta_{t}\left(Q_{1}^{\kappa_{2, T}}\right)^{T} Q_{t}^{\kappa_{2, T}}\right] \\
= & \frac{1}{T} \sum_{t=1}^{T-1}\left(1-\frac{t}{T}\right) E\left\{\eta _ { 1 } \eta _ { t } \left[\sum_{l=1}^{\kappa_{2, T}}\left[p_{l}\left(Z_{1}\right) p_{l}\left(Z_{t}\right)+p_{l}\left(U_{1}\right) p_{l}\left(U_{t}\right)\right]\right.\right. \\
& \left.\left.+\sum_{l=1}^{\kappa_{2, T}} \sum_{j=1}^{d_{x}} p_{l}\left(Z_{1}\right) p_{l}\left(Z_{t}\right) X_{j, 1} X_{j, t}\right]\right\} \\
= & O\left(\varsigma_{\kappa_{2, T}, \delta}\right) \frac{1}{T} \sum_{t=1}^{T-1}\left(1-\frac{t}{T}\right) \alpha_{t-1}^{\delta /(2+\delta)}=O\left(\varsigma_{\kappa_{2, T}, \delta} / T\right),
\end{aligned}
$$

where $\sum_{t=1}^{T-1}(1-t / T) \alpha_{t-1}^{\delta /(2+\delta)}<M<\infty$ under Assumption 1(i). Hence, we obtain $A_{T 1}=O_{p}\left(T^{-1 / 2}\left(\kappa_{2, T}^{1 / 2}+\varsigma_{\kappa_{2, T}, \delta}^{1 / 2}\right)\right)$.

Second, we consider $A_{T 2} \equiv T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}}\left\{\mathcal{X}_{t}^{T}\left[\beta\left(Z_{t}\right)-\beta^{*}\left(Z_{t}\right)\right]+\gamma\left(U_{t}\right)-\gamma^{*}\left(U_{t}\right)\right\}$. Under Assumptions 2(ii) and 3(iii), we have $\left\|A_{T 2}\right\|=O_{p}\left(\kappa_{2, T}^{-\xi}\right)$, closely following the proof of Lemma B. 2 (ii) in Ozabaci et al. (2014).

Third, we consider $A_{T 3} \equiv T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}}\left[\gamma^{*}\left(U_{t}\right)-\gamma^{*}\left(\hat{U}_{t}\right)\right]=T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}} \dot{\gamma}^{*}\left(\bar{U}_{t}\right)\left(U_{t}-\hat{U}_{t}\right)$,
where $\bar{U}_{t}$ lies between $U_{t}$ and $\hat{U}_{t}$, and $\dot{\gamma}^{*}\left(\bar{U}_{t}\right)=\dot{\gamma}^{*}\left(U_{t}\right)+\left[\dot{\gamma}\left(U_{t}\right)-\dot{\gamma}^{*}\left(U_{t}\right)\right]+\left[\dot{\gamma}\left(\bar{U}_{t}\right)-\dot{\gamma}\left(U_{t}\right)\right]$ $+\left[\dot{\gamma}^{*}\left(\bar{U}_{t}\right)-\dot{\gamma}\left(\bar{U}_{t}\right)\right]$. As $\left|\dot{\gamma}\left(u^{\prime}\right)-\dot{\gamma}(u)\right| \leq M\left|u^{\prime}-u\right|$ and $\left|\dot{\gamma}^{*}(u)-\dot{\gamma}(u)\right| \leq M \kappa_{2, T}^{1-\xi}$ hold uniformly for all $u, u^{\prime} \in \mathcal{S}_{u}$ under Assumption 3 (ii)-(iii), we have

$$
\begin{aligned}
& \left\|T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}}\left[\dot{\gamma}\left(\bar{U}_{t}\right)-\dot{\gamma}\left(U_{t}\right)+\dot{\gamma}\left(U_{t}\right)-\dot{\gamma}^{*}\left(U_{t}\right)+\dot{\gamma}^{*}\left(\bar{U}_{t}\right)-\dot{\gamma}\left(\bar{U}_{t}\right)\right]\left(U_{t}-\hat{U}_{t}\right)\right\| \\
\leq & M T^{-1} \sum_{t=1}^{T}\left\|Q_{t}^{\kappa_{2, T}}\right\|\left(U_{t}-\hat{U}_{t}\right)^{2}+M \kappa_{2, T}^{1-\xi} T^{-1} \sum_{t=1}^{T}\left\|Q_{t}^{\kappa_{2, T}}\right\|\left|U_{t}-\hat{U}_{t}\right| \\
= & O_{p}\left(\pi_{1, T}^{2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{0}\right)+M \kappa_{2, T}^{1-\xi} \sqrt{T^{-1} \sum_{t=1}^{T}\left\|Q_{t}^{\kappa_{2, T}}\right\|^{2}} \sqrt{T^{-1} \sum_{t=1}^{T}\left(U_{t}-\hat{U}_{t}\right)^{2}} \\
= & O_{p}\left(\pi_{1, T}^{2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{0}+\kappa_{2, T}^{-\xi+3 / 2} \pi_{1, T}\right)
\end{aligned}
$$

by (B.9) and $T^{-1} \sum_{t=1}^{T}\left\|Q_{t}^{\kappa_{2, T}}\right\|^{2}=E\left(\left\|Q_{1}^{\kappa_{2, T}}\right\|^{2}\right)+o_{p}(1)=O\left(\kappa_{2, T}\right)$, following the proof of (B.6), so that

$$
\begin{align*}
A_{T 3} & =T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}} \dot{\gamma}^{*}\left(U_{t}\right)\left(U_{t}-\hat{U}_{t}\right)+O_{p}\left(\pi_{1, T}^{2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{0}+\kappa_{2, T}^{-\xi+3 / 2} \pi_{1, T}\right) \\
& =O_{p}\left(\pi_{1, T}\right)+O_{p}\left(\pi_{1, T}^{2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{0}+\kappa_{2, T}^{-\xi+3 / 2} \pi_{1, T}\right), \tag{A.2}
\end{align*}
$$

where $T^{-1} \sum_{t=1}^{T} Q_{t}^{\kappa_{2, T}} \dot{\gamma}^{*}\left(U_{t}\right)\left(U_{t}-\hat{U}_{t}\right)=O_{p}\left(\pi_{1, T}\right)$ can be shown by closely following the proof of Lemma B. 5 (iii) in Ozabaci et al. (2014).

For $A_{T 6} \equiv T^{-1} \sum_{t=1}^{T}\left(\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2, T}}\right)\left[\gamma^{*}\left(U_{t}\right)-\gamma^{*}\left(\hat{U}_{t}\right)\right]$. We have

$$
\begin{aligned}
A_{T 6} & =T^{-1} \sum_{t=1}^{T}\left[\mathbf{p}^{\kappa_{2, T}}\left(\hat{U}_{t}\right)-\mathbf{p}^{\kappa_{2, T}}\left(U_{t}\right)\right]\left[\gamma^{*}\left(U_{t}\right)-\gamma^{*}\left(\hat{U}_{t}\right)\right] \\
& =T^{-1} \sum_{t=1}^{T} \dot{\mathbf{p}}^{\kappa_{2, T}}\left(\bar{U}_{t}\right) \gamma^{*}\left(\vec{U}_{t}\right)\left(\hat{U}_{t}-U_{t}\right)^{2} \\
& =O_{p}\left(\pi_{1, T}^{2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}\right)
\end{aligned}
$$

by B.9 where $\bar{U}_{t}$ and $\vec{U}_{t}$ both lie between $U_{t}$ and $\hat{U}_{t}$.
Fourth, we consider $A_{T 4} \equiv T^{-1} \sum_{t=1}^{T}\left(\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2, T}}\right) \eta_{t}$. Applying a Taylor expansion to $\mathbf{p}^{\kappa_{2, T}}\left(\hat{U}_{t}\right)$ and by the fact that

$$
\begin{align*}
& \hat{U}_{t}-U_{t} \\
= & Z_{t}-\hat{g}\left(W_{t}, X_{t}\right)-U_{t}=g\left(W_{t}, X_{t}\right)-\hat{g}\left(W_{t}, X_{t}\right) \\
= & g\left(W_{t}, X_{t}\right)-g^{*}\left(W_{t}, X_{t}\right)-P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T}\left[\hat{\mu}_{z}-\mu_{z},(\hat{\alpha}-\alpha)^{T},(\hat{\vartheta}-\vartheta)^{T}\right] \tag{A.3}
\end{align*}
$$

we decompose $A_{T 4}$ as

$$
\begin{aligned}
A_{T 4} \equiv & T^{-1} \sum_{t=1}^{T}\left(\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2}, T}\right) \eta_{t}=T^{-1} \sum_{t=1}^{T}\left[\mathbf{p}^{\kappa_{2, T}}\left(\hat{U}_{t}\right)-\mathbf{p}^{\kappa_{2, T}}\left(U_{t}\right)\right] \eta_{t} \\
= & T^{-1} \sum_{t=1}^{T} \eta_{t} \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right)\left(\hat{U}_{t}-U_{t}\right)+(2 T)^{-1} \sum_{t=1}^{T} \eta_{t} \ddot{\mathbf{p}}^{\kappa_{2, T}}\left(\bar{U}_{t}\right)\left(\hat{U}_{t}-U_{t}\right)^{2} \\
= & -T^{-1} \sum_{t=1}^{T} \eta_{t} \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right) P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T} \Sigma_{T, P P}^{+}\left[T^{-1} \sum_{t=1}^{T} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right) U_{t}\right] \\
& -T^{-1} \sum_{t=1}^{T} \eta_{t} \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right) P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T} \Sigma_{T, P P}^{+}\left(\chi_{T 2}+\chi_{T 3}\right) \\
& +T^{-1} \sum_{t=1}^{T} \eta_{t} \dot{\mathbf{j}}^{\kappa_{2, T}}\left(U_{t}\right)\left[g\left(W_{t}, X_{t}\right)-g^{*}\left(W_{t}, X_{t}\right)\right] \\
& +(2 T)^{-1} \sum_{t=1}^{T} \eta_{t} \ddot{\mathbf{p}}^{\kappa_{2, T}}\left(\bar{U}_{t}\right)\left(\hat{U}_{t}-U_{t}\right)^{2} \\
\equiv & A_{T 4,1}+A_{T 4,2}+A_{T 4,3}+2 A_{T 4,4},
\end{aligned}
$$

where $\chi_{T 2}$ and $\chi_{T 3}$ are defined in Lemma 1 below, and $\left\|A_{T 4,4}\right\| \leq T^{-1} \sum_{t=1}^{T}\left|\eta_{t}\right|\left\|\dot{\mathbf{p}}^{\kappa_{2, T}}\left(\bar{U}_{t}\right)\right\|\left(\hat{U}_{t}-U_{t}\right)^{2}$ $=O_{p}\left(\pi_{1, T}^{2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{2}\right)$ by B.9).

Let $B_{T} \equiv T^{-1} \sum_{t=1}^{T} \eta_{t} \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right) P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T}$. We have $E\left(B_{T}\right)=0$ and

$$
\begin{aligned}
& E\left(\left\|B_{T}\right\|^{2}\right) \\
= & T^{-1} E\left[\eta_{t}^{2} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right) \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right)^{T} \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right)\right] \\
& +2 T^{-2} \sum_{t=1}^{T} \sum_{s \neq t} E\left[\eta_{t} \eta_{s} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T} P^{\kappa_{1, T}}\left(W_{s}, X_{s}\right) \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{s}\right)^{T} \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right)\right] \\
= & O\left(T^{-1}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}^{2}\right) E\left[\eta_{t}^{2} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)\right] \\
& +2 T^{-2} \sum_{l=1}^{\kappa_{2, T}} \sum_{t=1}^{T} \sum_{s \neq t} E\left\{\left[1+\sum_{l^{\prime}=1}^{\kappa_{1, T}}\left(\sum_{j=1}^{d_{w}} p_{l^{\prime}}\left(W_{j, t}\right) p_{l^{\prime}}\left(W_{j, s}\right)+\sum_{j=1}^{d_{x}} p_{l^{\prime}}\left(X_{j, t}\right) p_{l^{\prime}}\left(X_{j, s}\right)\right)\right]\right. \\
& \left.\eta_{t} \eta_{s} \dot{p}_{l}\left(U_{t}\right) \dot{p}_{l}\left(U_{s}\right)\right\} \\
= & O\left(T^{-1} \kappa_{1, T}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}^{2}\right)+O\left(T^{-1} \varsigma_{\kappa_{1, T}, \delta} \dot{\varsigma}_{\kappa_{2, T}, \delta}\right)
\end{aligned}
$$

by Assumptions 1(i), 2 (i), and 3(iv), where we apply Davoydov's inequality and Hölder's inequality to the second term

$$
\begin{aligned}
E\left(\eta_{1} \eta_{t} \varpi_{1} \varpi_{t}\right) & \leq M \alpha_{t-1}^{\delta /(2+\delta)}\left[E\left(\left|\tilde{\eta}_{1}\right|^{2+\delta}\left|\varpi_{1}\right|^{2+\delta}\right)\right]^{1 /(2+\delta)}\left[E\left(\left|\tilde{\eta}_{t}\right|^{2+\delta}\left|\varpi_{t}\right|^{2+\delta}\right)\right]^{1 /(2+\delta)} \\
& \leq M \alpha_{t-1}^{\delta /(2+\delta)}\left[E\left(\tilde{\eta}_{1}^{2(2+\delta)}\right) E\left(\varpi_{1}^{2(2+\delta)}\right)\right]^{1 /(2+\delta)}
\end{aligned}
$$

for $\varpi_{t}=1, p_{l^{\prime}}\left(W_{j, t}\right)$ or $p_{l^{\prime}}\left(X_{j, t}\right)$, and $\tilde{\eta}_{t}=\eta_{t} \dot{p}_{l}\left(U_{t}\right), l=1, \ldots, \kappa_{2, T}, l^{\prime}=1, \ldots, \kappa_{1, T}$ and $j=$ $1, \ldots, d_{x}\left(\right.$ or $\left.d_{w}\right)$. By Markov's inequality we obtain $B_{T}=O_{p}\left(T^{-1 / 2}\left(\kappa_{1, T}^{1 / 2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}+\varsigma_{\kappa_{1, T}, \delta}^{1 / 2} \dot{\varsigma}_{\kappa_{2, T}, \delta}^{1 / 2}\right)\right)$. Therefore, combining with Lemma 1, we have

$$
\left.\begin{array}{rl}
\left\|A_{T 4,1}\right\| & =\left\|A_{T 4,1}\right\|_{\infty} \leq\left\|B_{T}\right\|_{\infty}\left\|\Sigma_{T, P P}^{+}\right\|_{\infty}\left\|T^{-1} \sum_{t=1}^{T} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right) U_{t}\right\| \\
& =O_{p}\left(T^{-1}\left(\kappa_{1, T}^{1 / 2}+\varsigma_{\kappa_{1, T}, \delta}^{1 / 2}\right)\left(\kappa_{1, T}^{1 / 2}\left\|\mathbf{p}^{\kappa_{2}, T}\right\|_{1}+\varsigma_{\kappa_{1, T}, \delta}^{1 / 2} \dot{\delta}_{\kappa_{2}, T}^{1 / 2}\right)\right. \tag{A.4}
\end{array}\right)
$$

and $A_{T 4,2}=O_{p}\left(T^{-1 / 2} \kappa_{1, T}^{-\xi}\left(\kappa_{1, T}^{1 / 2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{2}+\varsigma_{\kappa_{1, T}, \delta}^{1 / 2} \dot{\delta}_{\kappa_{2, T}, \delta}^{1 / 2}\right)\right)$. Similarly, we can show $A_{T 4,3}=$ $O_{p}\left(T^{-1 / 2} \kappa_{1, T}^{-\xi} \dot{\zeta}_{\kappa_{2}, T}^{1 / 2}\right)$. Taking these results together gives

$$
A_{T 4}=O_{p}\left(\pi_{1, T}^{2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{2}\right)+O_{p}\left(T^{-1 / 2} \pi_{1, T}\left(\kappa_{1, T}^{1 / 2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}+\varsigma_{\kappa_{1, T}, \delta}^{1 / 2} \dot{\varsigma}_{\kappa_{2}, T}^{1 / 2}\right)\right) .
$$

Fifth, we consider

$$
\begin{aligned}
A_{T 5} \equiv & T^{-1} \sum_{t=1}^{T}\left(\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2, T}}\right)\left\{\mathcal{X}_{t}^{T}\left[\beta\left(Z_{t}\right)-\beta^{*}\left(Z_{t}\right)\right]+\gamma\left(U_{t}\right)-\gamma^{*}\left(U_{t}\right)\right\} \\
= & T^{-1} \sum_{t=1}^{T}\left(\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2, T}}\right)\left\{\left[\beta_{0}\left(Z_{t}\right)-\beta_{0}^{*}\left(Z_{t}\right)\right]+\gamma\left(U_{t}\right)-\gamma^{*}\left(U_{t}\right)\right\} \\
& +T^{-1} \sum_{j=1}^{d_{x}} \sum_{t=1}^{T}\left(\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2, T}}\right) X_{j, t}\left[\beta_{j}\left(Z_{t}\right)-\beta_{j}^{*}\left(Z_{t}\right)\right] \\
\equiv & A_{T 5,0}+\sum_{j=1}^{d_{x}} A_{T 5, j},
\end{aligned}
$$

where by Assumption 3 (ii), the triangular inequality, and $\left(\sum_{i=1}^{T} a_{i}\right)^{2} \leq T \sum_{i=1}^{T} a_{i}^{2}$, we have

$$
\begin{aligned}
\left\|A_{T 5,0}\right\| & \leq M \kappa_{2, T}^{-\xi} T^{-1} \sum_{t=1}^{T}\left\|\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2, T}}\right\| \\
& \leq M \kappa_{2, T}^{-\xi}\left(T^{-1} \sum_{t=1}^{T}\left\|\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2, T}}\right\|^{2}\right)^{1 / 2}=O_{p}\left(\pi_{1, T} \kappa_{2, T}^{-\xi}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}\right)
\end{aligned}
$$

and for any $j=1, \ldots, d_{x}$

$$
\left\|A_{T 5, j}\right\| \leq M \kappa_{2, T}^{-\xi}\left(T^{-1} \sum_{t=1}^{T}\left\|\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2, T}}\right\|^{2} X_{j, t}^{2}\right)^{1 / 2}=O_{p}\left(\pi_{1, T} \kappa_{2, T}^{-\xi}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}\right)
$$

by (B.9) and (B.10) in Lemma 2 .
Next, following closely the proof of (B.1) in Lemma 1, we can show

$$
\Sigma_{T, \hat{Q} \hat{Q}}^{+}=\Sigma_{Q Q}^{-1}+O_{p}\left(\left(\varsigma_{\kappa_{2, T}, \delta} \kappa_{2, T}^{-1 / 2}+\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{0}\right) \sqrt{\kappa_{2, T} / T}\right)=\Sigma_{Q Q}^{-1}+o_{p}(1)
$$

under Assumption 6(i). Therefore, we obtain $\left[(\hat{\psi}-\psi)^{T},(\hat{\rho}-\rho)^{T}\right]^{T}=O_{p}\left(\pi_{2, T}+\pi_{1, T}\right)$ $+O_{p}\left(\pi_{1, T}^{2}\left(\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}+\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{2}\right)\right)+O_{p}\left(T^{-1 / 2} \pi_{1, T}\left(\kappa_{1, T}^{1 / 2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}+\varsigma_{\kappa_{1, T}, \delta}^{1 / 2} \dot{\varsigma}_{\kappa_{2, T}, \delta}^{1 / 2}\right)\right)$ $+O_{p}\left(\pi_{1, T} \kappa_{2, T}^{-\xi}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}\right)$. This completes the proof of this theorem.

Proof of Theorem 2: Applying a Taylor expansion to $\beta\left(Z_{t}\right)$ at an interior point $z$, we have

$$
\beta\left(Z_{t}\right)=\beta(z)+\dot{\beta}(z)\left(Z_{t}-z\right)+\ddot{\beta}\left(\tilde{Z}_{t}\right)\left(Z_{t}-z\right)^{2} / 2
$$

where $\tilde{Z}_{t}$ lies between $Z_{t}$ and $z$. Then we have

$$
\binom{\tilde{\beta}(z)}{\widetilde{\dot{\beta}}(z)}-\binom{\beta(z)}{\dot{\beta}(z)}=H^{-1} A_{T 1}^{-1}\left(A_{T 2} / 2+A_{T 3}+A_{T 4}\right),
$$

where

$$
\begin{aligned}
& A_{T 1}=(T h)^{-1} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} \mathcal{W}_{t}^{T} \\
& A_{T 2}=(T h)^{-1} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} \mathcal{X}_{t}^{T} \ddot{\beta}\left(\tilde{Z}_{t}\right)\left(Z_{t}-z\right)^{2} \\
& A_{T 3}=(T h)^{-1} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t}\left[\gamma\left(U_{t}\right)-\hat{\gamma}\left(\hat{U}_{t}\right)\right] \\
& A_{T 4}=(T h)^{-1} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} \eta_{t}
\end{aligned}
$$

Letting $\phi(z)=E\left(\mathcal{X}_{t} \mathcal{X}_{t}^{T} \mid Z_{t}=z\right) \ddot{\beta}(z) f_{z}(z)$ and applying Theorems 1 and 2 in Cai et al. (2000), we have

$$
\begin{aligned}
& A_{T 1} \xrightarrow{p}\left[\begin{array}{cc}
1 & 0 \\
0 & \omega_{1,2}
\end{array}\right] \otimes E\left(\mathcal{X}_{t} \mathcal{X}_{t}^{T} \mid z\right) f_{z}(z) \\
A_{T 2}= & {\left[\begin{array}{c}
h^{2} \omega_{1,2} \phi(z) \\
0
\end{array}\right]+O_{p}\left(h^{4}\right) } \\
& \sqrt{T h} A_{T 4} \xrightarrow{d} N(0, \Sigma(z))
\end{aligned}
$$

where

$$
\Sigma(z)=f_{z}(z)\left[\begin{array}{cc}
\omega_{2,0} & 0 \\
0 & \omega_{2,2}
\end{array}\right] \otimes E\left[\mathcal{X}_{t} \mathcal{X}_{t}^{T} \sigma_{\eta}^{2}\left(X_{t}, Z_{t}\right) \mid z\right]
$$

Next, we need to verify $\sqrt{T} h A_{T 3}=o_{p}(1)$. Decomposing $A_{T 3}$ into three terms yields $A_{T 3} \equiv A_{T 3,1}+A_{T 3,2}+A_{T 3,3}$, where under Assumptions 1(vi), 3(iii)-(vi), 5 , and 6 , we have, by Lemma 3 ,

$$
A_{T 3,1} \equiv \frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t}\left[\gamma\left(U_{t}\right)-\gamma^{*}\left(U_{t}\right)\right]=O_{p}\left(\kappa_{2, T}^{-\xi}\right),
$$

$$
\begin{aligned}
A_{T 3,2} & \equiv \frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t}\left[\gamma^{*}\left(U_{t}\right)-\gamma^{*}\left(\hat{U}_{t}\right)\right] \\
& =\frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t}\left(U_{t}-\hat{U}_{t}\right) \dot{\mathbf{p}}^{\kappa_{2, T}}\left(\bar{U}_{t}\right)^{T} \rho \\
& =O_{p}\left(\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1} \kappa_{1, T}^{-\xi}+\pi_{1, T}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& A_{T 3,3} \\
\equiv & \frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t}\left[\gamma^{*}\left(\hat{U}_{t}\right)-\hat{\gamma}\left(\hat{U}_{t}\right)\right] \\
= & \frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} \mathbf{p}^{\kappa_{2, T}}\left(\hat{U}_{t}\right)^{T}(\rho-\hat{\rho}) \\
= & \frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} \mathbf{p}^{\kappa_{2, T}}\left(U_{t}\right)^{T}(\rho-\hat{\rho}) \\
& +\frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t}\left(\hat{U}_{t}-U_{t}\right) \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right)^{T}(\rho-\hat{\rho}) \\
& +\frac{1}{2 T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t}\left(\hat{U}_{t}-U_{t}\right)^{2} \ddot{\mathbf{p}}^{\kappa_{2, T}}\left(\vec{U}_{t}\right)^{T}(\rho-\hat{\rho}) \\
= & O_{p}\left(1+\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1} \kappa_{1, T}^{-\xi}+\pi_{1, T}+\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{2} \pi_{1, T}^{2}\right) O_{p}\left(\pi_{1, T}+\pi_{2, T}\right),
\end{aligned}
$$

where $\vec{U}_{t}$ lies between $U_{t}$ and $\hat{U}_{t}$, as $\rho-\hat{\rho}=O_{p}\left(\pi_{1, T}+\pi_{2, T}\right)$ by Theorem 1. Taking all the results above gives $A_{T 3}=O_{p}\left(\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1} \kappa_{1, T}^{-\xi}+\pi_{2, T}\right)$. This completes the proof of this theorem.

## 8 Lemmas

Lemma 1 Under Assumptions 1-4, we have

$$
\begin{equation*}
\left\|\Sigma_{T, P P}^{+}-\Sigma_{P P}^{-1}\right\|=O_{p}\left(\left(\varsigma_{\kappa_{1, T}, \delta} \kappa_{1, T}^{-1 / 2}+\left\|\mathbf{p}^{\kappa_{1, T}}\right\|_{0}\right) \sqrt{\kappa_{1, T} / T}\right) \tag{B.1}
\end{equation*}
$$

and

$$
\begin{align*}
& {\left[\hat{\mu}_{z}-\mu_{z},(\hat{\alpha}-\alpha)^{T},(\hat{\vartheta}-\vartheta)^{T}\right]^{T} } \\
= & \Sigma_{P P}^{-1}\left(\chi_{T 1}+\chi_{T 2}+\chi_{T 3}\right)+O_{p}\left(\pi_{1, T}\left(\varsigma_{\kappa_{1, T}, \delta} \kappa_{1, T}^{-1 / 2}+\left\|\mathbf{p}^{\kappa_{1, T}}\right\|_{0}\right) \sqrt{\kappa_{1, T} / T}\right) \tag{B.2}
\end{align*}
$$

where we denote

$$
\begin{aligned}
\chi_{T 1} & \equiv T^{-1} \sum_{t=1}^{T} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right) U_{t}=O_{p}\left(T^{-1 / 2}\left(\kappa_{1, T}^{1 / 2}+\varsigma_{\kappa_{1, T}, \delta}^{1 / 2}\right)\right) \\
\chi_{T 2} & \equiv T^{-1} \sum_{j=1}^{d_{w}} \sum_{t=1}^{T} \mathbf{p}^{\kappa_{1, T}}\left(W_{j, t}\right)\left[g_{w, j}\left(W_{j, t}\right)-g_{w, j}^{*}\left(W_{j, t}\right)\right]=O_{p}\left(\kappa_{1, T}^{-\xi}\right) \\
\chi_{T 3} & \equiv T^{-1} \sum_{j=1}^{d_{x}} \sum_{t=1}^{T} \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right)\left[g_{x, j}\left(X_{j, t}\right)-g_{x, j}^{*}\left(X_{j, t}\right)\right]=O_{p}\left(\kappa_{1, T}^{-\xi}\right),
\end{aligned}
$$

and $\pi_{1, T}=\kappa_{1, T}^{-\xi}+\sqrt{\kappa_{1, T} / T}\left(1+\sqrt{\varsigma_{\kappa_{1, T}, \delta} / \kappa_{1, T}}\right)$.
Proof: First, we verify B.1). Let $\|A\|_{\infty}=\max _{\|\omega\|=1, \omega \neq 0}\|A \omega\|=\lambda_{\max }^{1 / 2}\left(A^{T} A\right)$, where $\omega \in R^{n}, A$ is an $n \times n$ matrix, and $\|\cdot\|$ refers to the Euclidean norm. ${ }^{2}$ As $\|\cdot\|_{\infty}$ is submultiplicative, we have

$$
\begin{align*}
\left\|\Sigma_{T, P P}^{-1}-\Sigma_{P P}^{-1}\right\|_{\infty} & =\left\|\Sigma_{T, P P}^{-1}\left(\Sigma_{n, P P}-\Sigma_{P P}\right) \Sigma_{P P}^{-1}\right\|_{\infty} \\
& \leq\left\|\Sigma_{T, P P}^{-1}\right\|_{\infty}\left\|\Sigma_{T, P P}-\Sigma_{P P}\right\|_{\infty}\left\|\Sigma_{P P}^{-1}\right\|_{\infty} \\
& =O_{p}(1)\left\|\Sigma_{T, P P}^{-1}\right\|_{\infty}\left\|\Sigma_{T, P P}-\Sigma_{P P}\right\| \tag{B.3}
\end{align*}
$$

where $\left\|\Sigma_{P P}^{-1}\right\|_{\infty}=O_{p}(1)$ by Assumption 2 (i) and $\left\|\Sigma_{T, P P}-\Sigma_{P P}\right\|_{\infty} \leq\left\|\Sigma_{T, P P}-\Sigma_{P P}\right\|$. And, we have

$$
\begin{equation*}
\left\|\Sigma_{T, P P}^{-1}\right\|_{\infty}=\lambda_{\min }^{-1}\left(\Sigma_{T, P P}\right)=\lambda_{\min }^{-1}\left(\Sigma_{P P}\right)+O\left(\left\|\Sigma_{T, P P}-\Sigma_{P P}\right\|\right), \tag{B.4}
\end{equation*}
$$

[^3]where we apply Weyl's theorem (Seber 2008, p. 117) to obtain
\[

$$
\begin{aligned}
& \lambda_{\min }\left(\Sigma_{T, P P}\right) \leq \lambda_{\min }\left(\Sigma_{T, P P}\right)+\lambda_{\max }\left(\Sigma_{T, P P}-\Sigma_{P P}\right) \leq \lambda_{\min }\left(\Sigma_{T, P P}\right)+\left\|\Sigma_{T, P P}-\Sigma_{P P}\right\| \\
& \lambda_{\min }\left(\Sigma_{T, P P}\right) \geq \lambda_{\min }\left(\Sigma_{T, P P}\right)+\lambda_{\min }\left(\Sigma_{T, P P}-\Sigma_{P P}\right) \geq \lambda_{\min }\left(\Sigma_{T, P P}\right)-\left\|\Sigma_{T, P P}-\Sigma_{P P}\right\| .
\end{aligned}
$$
\]

Hence, to obtain (B.1), we need to obtain the stochastic order of $\left\|\Sigma_{T, P P}-\Sigma_{P P}\right\|$.
Denoting the element of $P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)$ by $\phi_{l, t}$ for $l=1, \ldots, v_{T}\left(v_{T}=1+\left(d_{x}+d_{w}\right) \kappa_{1, T}\right)$, we have

$$
\begin{aligned}
& E\left(\left\|\Sigma_{T, P P}-\Sigma_{P P}\right\|^{2}\right)=\sum_{l=1}^{v_{T}} \sum_{j=1}^{v_{T}} E\left[T^{-1} \sum_{t=1}^{T} \phi_{l, t} \phi_{j, t}-E\left(\phi_{l, t} \phi_{j, t}\right)\right]^{2} \\
= & T^{-1} \sum_{l=1}^{v_{T}} \sum_{j=1}^{v_{T}} E\left[\phi_{l, t} \phi_{j, t}-E\left(\phi_{l, t} \phi_{j, t}\right)\right]^{2} \\
& +T^{-2} \sum_{l=1}^{v_{T}} \sum_{j=1}^{v_{T}} \sum_{t=1}^{T} \sum_{s \neq t} E\left[\phi_{l, t} \phi_{j, t}-E\left(\phi_{l, t} \phi_{j, t}\right)\right]\left[\phi_{l, s} \phi_{j, s}-E\left(\phi_{l, s} \phi_{j, s}\right)\right] \\
\leq & T^{-1} E\left(\sum_{l=1}^{v_{T}} \phi_{l, t}^{2} \sum_{j=1}^{v_{T}} \phi_{j, t}^{2}\right)+T^{-2} \sum_{l=1}^{v_{T}} \sum_{j=1}^{v_{T}} \sum_{t=1}^{T} \sum_{s \neq t} \alpha_{|t-s|}^{\delta /(2+\delta)}\left[E\left(\left|\phi_{l, t} \phi_{j, t}\right|^{2+\delta}\right) E\left|\phi_{l, s} \phi_{j, s}\right|^{2+\delta}\right]^{1 /(2+\delta)} \\
\equiv & a_{1}+a_{2},
\end{aligned}
$$

where we apply Davoydov's inequality to obtain the second term in the first inequality. As $\sum_{l=1}^{v_{T}} \phi_{l, t}^{2} \leq\left(d_{x}+d_{w}+1\right)\left\|\mathbf{p}^{\kappa_{1, T}}\right\|_{0}^{2}$ under Assumption 3 (iv), and $E\left(\sum_{j=1}^{v_{T}} \phi_{j, t}^{2}\right)=\operatorname{tr}\left(\sum_{P P}\right)$ $=\sum_{j=1}^{v_{T}} \lambda_{j}\left(\Sigma_{P P}\right)=O\left(\kappa_{1, T}\right)$ under Assumption 2(i), we have $a_{1}=O\left(\left\|\mathbf{p}^{\kappa_{1, T}}\right\|_{0}^{2} \kappa_{1, T} / T\right)!^{3}$ Applying Hölder's inequality gives

$$
\begin{equation*}
\sum_{l=1}^{v_{T}} \sum_{j=1}^{v_{T}}\left[E\left(\left|\phi_{l, t} \phi_{j, t}\right|^{2+\delta}\right)\right]^{2 /(2+\delta)} \leq \sum_{l=1}^{v_{T}}\left[E\left(\phi_{l, t}^{2(2+\delta)}\right)\right]^{1 /(2+\delta)} \sum_{j=1}^{v_{T}}\left[E\left(\phi_{j, t}^{2(2+\delta)}\right)\right]^{1 /(2+\delta)} \leq M \varsigma_{\kappa_{1, T}, \delta}^{2} \tag{B.5}
\end{equation*}
$$

by Assumptions $1(\mathrm{i})$ and 3 (iv), where $\varsigma_{\kappa_{1, T}, \delta} \geq M \kappa_{1, T}$ as $\sum_{l=1}^{v_{T}}\left[E\left(\phi_{l, t}^{2(2+\delta)}\right)\right]^{1 /(2+\delta)} \geq$ $\sum_{l=1}^{v_{T}} E\left(\phi_{l, t}^{2}\right) \geq M \kappa_{1, T}$ by Jensen's inequality under Assumption 2 (i). As $T^{-1} \sum_{t=1}^{T} \sum_{s \neq t} \alpha_{|t-s|}^{\delta /(2+\delta)}$ $=O(1)$ under Assumption 1(i), by Markov's inequality we obtain

$$
\begin{equation*}
\left\|\Sigma_{T, P P}-\Sigma_{P P}\right\|=O_{p}\left(\left(\varsigma_{\kappa_{1, T}, \delta} \kappa_{1, T}^{-1 / 2}+\left\|\mathbf{p}^{\kappa_{1, T}}\right\|_{0}\right) \sqrt{\kappa_{1, T} / T}\right) \tag{B.6}
\end{equation*}
$$

Combining this result with (B.3) and (B.4) gives (B.1).

[^4]Next, from Step 1, we have

$$
\begin{aligned}
& {\left[\hat{\mu}_{z}-\mu_{z},(\hat{\alpha}-\alpha)^{T},(\hat{\vartheta}-\vartheta)^{T}\right]^{T} } \\
= & \Sigma_{T, P P}^{+}\left(\chi_{T 1}+\chi_{T 2}+\chi_{T 3}\right) \\
= & \Sigma_{P P}^{-1}\left(\chi_{T 1}+\chi_{T 2}+\chi_{T 3}\right)+\left(\Sigma_{T, P P}^{+}-\Sigma_{P P}^{-1}\right)\left(\chi_{T 1}+\chi_{T 2}+\chi_{T 3}\right),
\end{aligned}
$$

where closely following the proof of Lemma A. 2 (ii) in Ozabaci et al. (2014) we obtain $\chi_{T 2}=O_{p}\left(\kappa_{1, T}^{-\xi}\right)$ and $\chi_{T 3}=O_{p}\left(\kappa_{1, T}^{-\xi}\right)$. Under Assumptions 1(i), 2(i), 3(iv), and 4(ii), we have $E\left(\chi_{T 1}\right)=0$ and

$$
\begin{aligned}
& E\left(\left\|\chi_{T 1}\right\|^{2}\right) \\
= & T^{-1} E\left[P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right) U_{t}^{2}\right] \\
& +T^{-2} \sum_{t=1}^{T} \sum_{s \neq t} E\left[P^{\kappa_{1, T}}\left(W_{s}, X_{s}\right)^{T} P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right) U_{t} U_{s}\right] \\
= & T^{-1} E\left(U_{t}^{2}\right)+T^{-1} \sum_{j=1}^{d_{w}} \sum_{i=1}^{\kappa_{1, T}} E\left[p_{i}^{2}\left(W_{j, t}\right) U_{t}^{2}\right]+T^{-1} \sum_{l=1}^{d_{x}} \sum_{i=1}^{\kappa_{1, T}} E\left[p_{i}^{2}\left(X_{l, t}\right) U_{t}^{2}\right] \\
& +T^{-2} \sum_{t=1}^{T} \sum_{s \neq t} E\left(U_{t} U_{s}\right)+T^{-2} \sum_{j=1}^{d_{w}} \sum_{i=1}^{\kappa_{1, T}} \sum_{t=1}^{T} \sum_{s \neq t} E\left[p_{i}\left(W_{j, t}\right) p_{i}\left(W_{j, s}\right) U_{t} U_{s}\right] \\
& +T^{-2} \sum_{l=1}^{d_{x}} \sum_{i=1}^{\kappa_{1, T}} \sum_{t=1}^{T} \sum_{s \neq t} E\left[p_{i}\left(X_{l, t}\right) p_{i}\left(X_{l, s}\right) U_{t} U_{s}\right] \\
\leq & M \kappa_{1, T} T^{-1}+O\left(T^{-1} \varsigma_{\kappa_{1, T}, \delta}\right),
\end{aligned}
$$

where we again obtain the second term by applying Davoydov's and Hölder's inequality. Hence, we have

$$
\begin{equation*}
\chi_{T 1}=O_{p}\left(T^{-1 / 2}\left(\kappa_{1, T}^{1 / 2}+\varsigma_{\kappa_{1, T}, \delta}^{1 / 2}\right)\right) . \tag{B.7}
\end{equation*}
$$

by Markov's inequality. Therefore, we have for $\mathrm{j}=1,2,3$

$$
\begin{align*}
& \left\|\left(\Sigma_{T, P P}^{+}-\Sigma_{P P}^{-1}\right) \chi_{T j}\right\| \\
= & \sqrt{\chi_{T j}^{T}\left(\Sigma_{T, P P}^{+}-\Sigma_{P P}^{-1}\right)\left(\Sigma_{T, P P}^{+}-\Sigma_{P P}^{-1}\right) \chi_{T j}} \\
\leq & \left\|\chi_{T j}\right\| \lambda_{\max }^{1,2}\left\{\left(\Sigma_{T, P P}^{+}-\Sigma_{P P}^{-1}\right)^{2}\right\} \leq\left\|\chi_{T j}\right\|\left\|\Sigma_{T, P P}-\Sigma_{P P}\right\| . \tag{B.8}
\end{align*}
$$

Combining (B.6), (B.7), and (B.8) gives (B.2) . This completes the proof of this lemma.

Lemma 2 Under Assumptions 1-4, we have

$$
\begin{align*}
\Delta_{T, 1} & \equiv T^{-1} \sum_{t=1}^{T}\left(\hat{U}_{t}-U_{t}\right)^{2} \varpi_{t}=O_{p}\left(\pi_{1, T}^{2}\right)  \tag{B.9}\\
\Delta_{T, 2} & \equiv T^{-1} \sum_{t=1}^{T}\left\|\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2, T}}\right\|^{2} \varpi_{t}=O_{p}\left(\pi_{1, T}^{2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}^{2}\right) \tag{B.10}
\end{align*}
$$

where $\varpi_{t}=1,\left|\eta_{t}\right|, X_{1, t}^{2}, \ldots, X_{d_{x}, t}^{2}$.
Proof: We first verify B.9. From Step 1, we have $\hat{U}_{t}-U_{t}=Z_{t}-\hat{g}\left(W_{t}, X_{t}\right)-U_{t}$ $=g\left(W_{t}, X_{t}\right)-\hat{g}\left(W_{t}, X_{t}\right)$, where

$$
\begin{align*}
& {\left[\hat{g}\left(W_{t}, X_{t}\right)-g\left(W_{t}, X_{t}\right)\right]^{2} } \\
\leq & 2\left[\hat{g}\left(W_{t}, X_{t}\right)-g^{*}\left(W_{t}, X_{t}\right)\right]^{2}+2\left[g^{*}\left(W_{t}, X_{t}\right)-g\left(W_{t}, X_{t}\right)\right]^{2} \\
\leq & 2\left\{P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T}\left[\hat{\mu}_{z}-\mu_{z},(\hat{\alpha}-\alpha)^{T},(\hat{\vartheta}-\vartheta)^{T}\right]^{T}\right\}^{2}+M \kappa_{1, T}^{-2 \xi} \\
\leq & 6\left(\hat{\mu}_{z}-\mu_{z}\right)^{2}+6 d_{x} \sum_{j=1}^{d_{x}}\left[\mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right)^{T}\left(\hat{\alpha}_{j}-\alpha_{j}\right)\right]^{2} \\
& +6 d_{w} \sum_{j=1}^{d_{w}}\left[\mathbf{p}^{\kappa_{1, T}}\left(W_{j, t}\right)^{T}\left(\hat{\vartheta}_{j}-\vartheta_{j}\right)\right]^{2}+M \kappa_{1, T}^{-2 \xi} \tag{B.11}
\end{align*}
$$

by Assumption 3 (iii). So, we have

$$
\begin{aligned}
\Delta_{T, 1} \equiv & T^{-1} \sum_{t=1}^{T}\left(\hat{U}_{t}-U_{t}\right)^{2} \varpi_{t} \\
\leq & 6\left(\hat{\mu}_{z}-\mu_{z}\right)^{2} T^{-1} \sum_{t=1}^{T} \varpi_{t}+6 d_{x} \sum_{j=1}^{d_{x}}\left(\hat{\alpha}_{j}-\alpha_{j}\right)^{T} \sum_{t=1}^{T} \varpi_{t} \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right)^{T} \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right)\left(\hat{\alpha}_{j}-\alpha_{j}\right) \\
& +6 d_{w} \sum_{j=1}^{d_{w}}\left(\hat{\vartheta}_{j}-\vartheta_{j}\right)^{T} \sum_{t=1}^{T} \varpi_{t} \mathbf{p}^{\kappa_{1, T}}\left(W_{j, t}\right)^{T} \mathbf{p}^{\kappa_{1, T}}\left(W_{j, t}\right)\left(\hat{\vartheta}_{j}-\vartheta_{j}\right)+M \kappa_{1, T}^{-2 \xi}
\end{aligned}
$$

where we have

$$
\begin{align*}
& a_{j} \equiv\left(\hat{\alpha}_{j}-\alpha_{j}\right)^{T} T^{-1} \sum_{t=1}^{T} \varpi_{t} \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right) \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right)^{T}\left(\hat{\alpha}_{j}-\alpha_{j}\right) \\
\leq & \lambda_{\max }\left(T^{-1} \sum_{t=1}^{T} \varpi_{t} \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right) \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right)^{T}\right)\left\|\hat{\alpha}_{j}-\alpha_{j}\right\|^{2} . \tag{B.12}
\end{align*}
$$

Following the proof of Lemma 1 we have $\lambda_{\max }\left(T^{-1} \sum_{t=1}^{T} \varpi_{t} \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right) \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right)^{T}\right)=$ $\lambda_{\max }\left\{E\left(\varpi_{t} \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right) \mathbf{p}^{\kappa_{1, T}}\left(X_{j, t}\right)^{T}\right)\right\}+o_{p}(1)=O_{p}(1)$ by Assumption 4(iii). Hence,
$a_{j} \equiv O_{p}\left(\left\|\hat{\alpha}_{j}-\alpha_{j}\right\|^{2}\right)$. Similarly, we obtain $\left(\hat{\vartheta}_{j}-\vartheta_{j}\right)^{T} T^{-1} \sum_{t=1}^{T} \varpi_{t} \mathbf{p}^{\kappa_{1, T}}\left(W_{j, t}\right) \mathbf{p}^{\kappa_{1, T}}\left(W_{j, t}\right)^{T}\left(\hat{\vartheta}_{j}-\vartheta_{j}\right)$ $=O_{p}\left(\left\|\hat{\vartheta}_{j}-\vartheta_{j}\right\|^{2}\right)$. Applying Lemma 1 gives B.9.

It then follows $\Delta_{T, 2} \equiv T^{-1} \sum_{t=1}^{T}\left\|\hat{Q}_{t}^{\kappa_{2, T}}-Q_{t}^{\kappa_{2, T}}\right\|^{2} \varpi_{t}=T^{-1} \sum_{t=1}^{T} \varpi_{t}\left\|\mathbf{p}^{\kappa_{2, T}}\left(U_{t}\right)-\mathbf{p}^{\kappa_{2, T}}\left(\hat{U}_{t}\right)\right\|^{2}$
$\leq M\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}^{2} T^{-1} \sum_{t=1}^{T} \varpi_{t}\left(\hat{U}_{t}-U_{t}\right)^{2}=O_{p}\left(\pi_{1, T}^{2}\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1}^{2}\right)$. This completes the proof of this lemma.

Lemma 3 Under Assumptions 1-6, we have

$$
\begin{aligned}
\Delta_{T 1} & \equiv \frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} \mathbf{p}^{\kappa_{2}, T}\left(U_{t}\right)^{T} \rho=O_{p}(1), \\
\Delta_{T 2} & \equiv \frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right)\left\|\mathcal{W}_{t}\right\|\left(\hat{U}_{t}-U_{t}\right)^{2}=O_{p}\left(\pi_{1, T}^{2}\right), \\
\Delta_{T 3} & \equiv \frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t}\left(\hat{U}_{t}-U_{t}\right) \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right)^{T} \rho=O_{p}\left(\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1} \kappa_{1, T}^{-\xi}+\pi_{1, T}\right) .
\end{aligned}
$$

Proof: First, we consider $\Delta_{T 1}$. We have for $\mathrm{j}=0,1$,

$$
\begin{aligned}
& \frac{1}{T h} \sum_{t=1}^{T} E\left[K_{h}\left(Z_{t}-z\right)\left(\frac{Z_{t}-z}{h}\right)^{j} \mathbf{p}^{\kappa_{2, T}}\left(U_{t}\right)^{T} \rho\right] \\
= & \sum_{l=1}^{\kappa_{2, T}} \rho_{l} \iint K(v) v^{j} p_{l}(u) f(u, h v+z) d v d u \\
= & \left(\int K(v) v^{j} d v\right) \sum_{l=1}^{\kappa_{2, T}} \rho_{l} \int p_{l}(u) f(u, z) d u\left[1+O\left(h^{2}\right)\right] .
\end{aligned}
$$

By Parseval's identity we have $\sum_{l=1}^{\infty} \rho_{l}^{2}=\int \gamma^{2}(u) d u$ and $\sum_{l=1}^{\infty}\left[\int p_{l}(u) f(u, z)\right]^{2}=$ $\int f^{2}(u, z) d u$. Under Assumption 4(v) and applying Hölder's inequality, we show that the above equation is bounded by a constant, which implies $E\left(\Delta_{T 1}\right) \leq M<\infty$. Similarly, we can show that $E\left(\Delta_{T 1}^{2}\right)=O(1)$. Therefore, we have $\Delta_{T 1}=O_{p}(1)$.

Next, we consider $\Delta_{T 2}$, which can be decomposed as

$$
\begin{aligned}
\Delta_{T 2} \leq & \frac{2}{T h}(\hat{\chi}-\chi)^{T} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right)\left\|\mathcal{W}_{t}\right\| P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right) P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T}(\hat{\chi}-\chi) \\
& +\frac{2}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right)\left\|\mathcal{W}_{t}\right\|\left[g\left(W_{t}, X_{t}\right)-g^{*}\left(W_{t}, X_{t}\right)\right]^{2} \\
= & 2\left(\Delta_{T 2,1}+\Delta_{T 2,2}\right)
\end{aligned}
$$

where $\Delta_{T 2,2} \equiv(T h)^{-1} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right)\left\|\mathcal{W}_{t}\right\|\left[g\left(W_{t}, X_{t}\right)-g^{*}\left(W_{t}, X_{t}\right)\right]^{2}=O_{p}\left(\kappa_{1, T}^{-2 \xi}\right)$ under Assumptions 3 (ii)-(iii). Let $B_{T} \equiv(T h)^{-1} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right)\left\|\mathcal{W}_{t}\right\| P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right) P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T}$.

Evidently, $B_{T}$ is a p.d.f. matrix, and it is readily seen that $B_{T}=O_{p}(1)$ under Assumption 2(i). As $\Delta_{T 2,1}=(\hat{\chi}-\chi)^{T} B_{T}(\hat{\chi}-\chi) \leq \lambda_{\max }\left(B_{T}\right)\|\hat{\chi}-\chi\|^{2}$, we have $\Delta_{T 2,1}=O_{p}\left(\pi_{1, T}^{2}\right)$ by Lemma 1 .

Finally, we consider $\Delta_{T 3}$. By A.3) and letting $\hat{\chi}-\chi=\left[\hat{\mu}_{z}-\mu_{z},(\hat{\alpha}-\alpha)^{T},(\hat{\vartheta}-\vartheta)^{T}\right]$, we have

$$
\begin{aligned}
\Delta_{T 3}= & -\frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right)^{T} \rho P^{\kappa_{1, T}}\left(W_{t}, X_{t}\right)^{T}(\hat{\chi}-\chi) \\
& +\frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right)^{T} \rho\left[g\left(W_{t}, X_{t}\right)-g^{*}\left(W_{t}, X_{t}\right)\right] \\
= & -\Delta_{T 3,1}+\Delta_{T 3,2},
\end{aligned}
$$

where $\Delta_{T 3,2} \equiv(T h)^{-1} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right)^{T} \rho\left[g\left(W_{t}, X_{t}\right)-g^{*}\left(W_{t}, X_{t}\right)\right]=O_{p}\left(\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1} \kappa_{1, T}^{-\xi}\right)$ under Assumptions 3(ii)-(iii) and Assumption 4(v). Following the proof of $\Delta_{T 1}$ we can show that

$$
\frac{1}{T h} \sum_{t=1}^{T} K_{h}\left(Z_{t}-z\right) \mathcal{W}_{t} \dot{\mathbf{p}}^{\kappa_{2, T}}\left(U_{t}\right)^{T} \rho \mathbf{p}^{\kappa_{2, T}}\left(e_{j, t}\right)=O_{p}(1)
$$

where $e_{j, t}=X_{j, t}$ or $W_{j, t}$ for $j=1, \ldots, d_{x}$ (or $d_{w}$ ), as $\int f\left(u, e_{j}, z\right) \dot{p}_{l}^{\kappa_{2, T}}(u) d u=$ $-\int p_{l}^{\kappa_{2, T}}(u) \partial f\left(u, e_{j}, z\right) / \partial u d u$. Combining this result with Lemma 1, we obtain $\Delta_{T 3}=$ $O_{p}\left(\left\|\mathbf{p}^{\kappa_{2, T}}\right\|_{1} \kappa_{1, T}^{-\xi}+\pi_{1, T}\right)$. This completes the proof of the lemma.
Table 1: Results from the Monte Carlo simulations for both the conditional mean and smooth coefficients

| Sample size | $\mathrm{T}=200$ |  |  | $\mathrm{T}=400$ |  |  | $\mathrm{T}=1600$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\widehat{m}(X, Z)$ | $\widehat{\beta}_{0}(Z)$ | $\widehat{\beta}_{1}(Z)$ | $\widehat{m}(X, Z)$ | $\widehat{\beta}_{0}(Z)$ | $\widehat{\beta}_{1}(Z)$ | $\widehat{m}(X, Z)$ | $\widehat{\beta}_{0}(Z)$ | $\widehat{\beta}_{1}(Z)$ |
| RMSE |  |  |  |  |  |  |  |  |  |
| $\mathrm{DGP}_{1}$ | 0.4799 | 1.8860 | 0.3889 | 0.3797 | 1.7970 | 0.2802 | 0.2332 | 1.3540 | 0.1572 |
| $\mathrm{DGP}_{2}$ | 0.4889 | 2.4430 | 0.8044 | 0.3831 | 2.0960 | 0.5444 | 0.2336 | 1.5890 | 0.2966 |
| $\mathrm{DGP}_{3}$ | 0.5209 | 2.5500 | 0.8275 | 0.4304 | 2.2710 | 0.5510 | 0.3138 | 1.8160 | 0.2985 |
| Variance |  |  |  |  |  |  |  |  |  |
| $\mathrm{DGP}_{1}$ | 0.2210 | 0.4215 | 0.1287 | 0.1380 | 0.2333 | 0.0685 | 0.0515 | 0.0775 | 0.0221 |
| $\mathrm{DGP}_{2}$ | 0.2336 | 1.5840 | 1.0550 | 0.1419 | 0.3207 | 0.5366 | 0.0522 | 0.1026 | 0.1192 |
| $\mathrm{DGP}_{3}$ | 0.2649 | 1.0000 | 1.2580 | 0.1804 | 0.4943 | 0.3376 | 0.0956 | 0.1331 | 0.1007 |

Reported results are the mean values of the root mean squared error and variance of our estimator across simulations.

Table 2: Descriptive statistics

| Variable | Mean | Std. Dev. | Min | Max |
| :--- | :---: | :---: | :---: | :---: |
| Dependent Variable |  |  |  |  |
| Gasoline Consumption | 222.326 | 183.501 | 2.518 | 5062.414 |
|  |  |  |  |  |
| Environmental Variable |  |  |  |  |
| Income | 8380.284 | 6170.567 | 522.000 | 250256.797 |
|  |  |  |  |  |
| Independent Variables |  |  |  |  |
| Price | 151.950 | 20.272 | 98.999 | 214.985 |
| Family Size | 2.508 | 1.413 | 1 | 14 |
| Number of Vehicles | 2.016 | 1.255 | 1 | 20 |
| MPG Rating | 21.286 | 3.589 | 11.811 | 27.500 |
| Education | 2.811 | 0.923 | 1 | 4 |
| Rural | 0.108 | - | 0 | 1 |
|  |  |  |  |  |
| Instrumental Variables | 51.929 | 16.855 | 17 | 94 |
| Age | 0.143 | - | 0 | 1 |
| Race Indicator |  |  |  |  |
|  |  |  |  |  |

Sample size is 30,000 . Table reports continuous variables in levels.

Table 3: Final stage point estimates from the proposed semiparametric IV estimator

|  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: |
| Variable | Mean | 25 th | 50 th | 75 th |
|  |  |  |  |  |
| Intercept | $5.780^{* * *}$ | $5.643^{* * *}$ | $5.880^{* * *}$ | $6.098^{* * *}$ |
|  | 0.332 | 0.277 | 0.254 | 0.236 |
| Price | $-0.587^{* * *}$ | $-0.698^{* * *}$ | $-0.609^{* * *}$ | $-0.494^{* * *}$ |
|  | 0.060 | 0.047 | 0.045 | 0.051 |
| Family Size | $0.072^{* * *}$ | $0.067^{* * *}$ | $0.069^{* * *}$ | $0.076^{* * *}$ |
|  | 0.007 | 0.007 | 0.004 | 0.006 |
| Number of Vehicles | $0.116^{* * *}$ | $0.090^{* * *}$ | $0.112^{* * *}$ | $0.131^{* * *}$ |
|  | 0.009 | 0.007 | 0.006 | 0.007 |
| MPG | $-0.493^{* * *}$ | $-0.597^{* * *}$ | $-0.496^{* * *}$ | $-0.451^{* * *}$ |
|  | 0.052 | 0.038 | 0.038 | 0.040 |
| Education | $-0.109^{* * *}$ | $-0.133^{* * *}$ | $-0.113^{* * *}$ | $-0.087^{* * *}$ |
|  | 0.011 | 0.008 | 0.007 | 0.008 |
| Rural | $0.094^{* * *}$ | $0.066^{* *}$ | $0.087^{* * *}$ | $0.116^{* * *}$ |
|  | 0.030 | 0.023 | 0.021 | 0.018 |

Sample size is 30,000 . Statistically significant point estimates at the 1,5 , or 10 percent level are denoted by ${ }^{* * *},{ }^{* *}$,*.


Figure 1: Estimated first stage relationship between log income and age, number of wage earners, and education.


Figure 2: Estimated smooth coefficient functions of log income. Black circles denote estimates from the proposed IV estimator, and the red plus symbols denote the non-IV smooth coefficient estimates.


Figure 3: Estimated smooth coefficient functions of log income for the intercept, family size, and education variables. The solid line represents the proposed IV estimate with bootstrapped 95 percent confidence bounds placed above and below. The dashed line is the function estimate from a standard non-IV local linear estimator.
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[^1]:    ${ }^{1}$ In general, one might assume that $Z_{t}$ is a $d_{z} \geq 1$ dimensioned vector of endogenous variables. Such a setup would imply that $U_{t}$ is a $d_{z}$-dimensioned vector of errors, and $d_{w} \geq d_{z}$ would be necessary for identification. However, the implication of this setup in the context of Equation 1.1) would be that the

[^2]:    last term in the $Z_{t}$ equation would be $\sum_{j=1}^{d_{z}} U_{j, t}$. Estimation of this slightly generalized setup would simply be repetition of our proposed control function approach for each variable in $Z_{t}$ one at a time. To simplify notation slightly, our derivation assumes $Z_{t}$ is a scalar.

[^3]:    ${ }^{2}$ The matrix norm $\|A\|_{\infty}$ has following useful properties: (i) $\|A\|_{\infty} \leq\|A\|$; (ii) $\|A B\|_{\infty} \leq\|A\|_{\infty}\|B\|_{\infty}$ l (iii) $\|B\|_{\infty} \leq\|A\|_{\infty}$ if $B$ is a submatrix of $A$; see, Seber (2008, p. 72).

[^4]:    ${ }^{3}$ Lemma A. 1 (i) in Ozabaci et al. (2014) may be wrong; e.g., Newey (1997, p. 162).

